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\textbf{A B S T R A C T}

Consider inference about the pre and post break value of a scalar parameter in a time series model with a single break at an unknown date. Unless the break is large, treating the break date estimated by least squares as the true break date leads to substantially oversized tests and confidence intervals. To develop a suitable alternative, we first establish convergence to a Gaussian process limit experiment. We then determine an early weighted average power maximizing test in this limit experiment, and show how to implement a small sample analogue in GMM time series models.

\section{1. Introduction}

This paper is concerned with testing hypotheses about the pre and post break value of a parameter in a time series model with a single break. By reversing the time ordering, inference about the post break value becomes inference about the pre break value, so that for simplicity, we will exclusively discuss the post break case. If the break date is known, inference is straightforward, as standard results apply after restricting attention to the stable post break data. The effect of an incorrectly chosen break date crucially depends on whether the chosen date is earlier or later than the true break date. On the one hand, if the chosen date is later, then a restriction to the presumed post break data still yields a stable model, and inference remains valid. There is a cost of efficiency, though, since more post break data could have been used. On the other hand, if the chosen date is earlier than the true break date, then the presumed post break data stems from an unstable model.

Parameter estimators in this unstable model tend to estimate the average parameter value, which is different from the true post break value, so standard inference yields tests and confidence intervals with distorted size.

These distortionary effects are small if the chosen break date is sufficiently close to the true break date. With the break date unknown, this requires a precise break date estimator. As formally shown by Bai (1994, 1997) and Bai and Perron (1998) for linear regressions, and Hall et al. (2012) and Perron and Yamamoto (2012) for two stage least squares, the least squares break date estimator is indeed sufficiently precise for these distortionary effects to become asymptotically negligible if the parameter shift is sufficiently pronounced. Formally, these papers study asymptotics in which the break magnitude, while possibly shrinking, is outside the local $T^{-1/2}$ neighborhood of zero. Relative to the sampling uncertainty of the parameter estimator in a stable model, the parameter shift thus becomes infinitely large. We consider the behavior of the 5% nominal level two-sided test based on the least squares break date estimator under local asymptotics in Section 2.3.1, where the break magnitude is measured in multiples of standard deviations of the full sample parameter estimator in a stable model. With the break date restricted to the middle 70% of the sample, the largest null rejection probability is almost 30%, a break magnitude of less than 5 standard deviations leads to effective size of more than 10% for all break dates, and a break of 11 standard deviations still yields size greater than 10% for some break dates. These distortions are further exacerbated by attempts to pre-test for parameter stability.
quarterly of a violation of productivity growth of approximately 2.6% and a sample stable mean growth at the 5% level. With (long-run) standard deviations of Elliott and Müller (2006) fail to reject the null hypothesis of parameter stability with high probability—see Elliott and Müller (2007). But in practice, rejections of the stable model are rarely overwhelming. For instance, there is continued debate about the stability of monetary policy with Orphanides (2004) arguing for rather stable relationships, while Cogley and Sargent (2005) find instabilities that they deem “economically important”, but of a magnitude that would be detected by a formal parameter stability test less than 25% of the time.

Simple adjustments to the standard procedure that ensure size control over all break magnitudes do not deliver reasonable tests.

In other words, for any sample size, there exists a break magnitude for which these standard methods yield incorrect inference, so they are not uniformly valid.

It is instructive to consider these issues in the context of an example. Productivity growth in most developed nations appears to have suffered shifts in its mean a number of times. Most researchers agree on a downward shift in productivity following the oil crisis of 1973, typically dated at the third quarter. In post 1973 data, there is a suggestion of a mid 1990’s upward shift in average productivity growth and speculation about its cause. A recent summary appears in Jorgenson et al. (2008), who informally suggest a break in the fourth quarter of 1995. Gordon (2003) also dates the increase to 1995. Anderson and Klieson (2006) refer to the increase in productivity as the “defining economic event of the past decade”.

Fig. 1 plots quarterly observations of US non farm business productivity growth, along with the pre and post break means using the Jorgenson et al. (2008) break date of 1995 Q4. With this break date, quarterly productivity growth is estimated to have increased by 1.1% in 1995 Q4. The least-squares estimate of the break date is slightly later at 1997 Q1, although the parameter stability test of Elliott and Müller (2006) fails to reject the null hypothesis of stable mean growth at the 5% level. With a (long-run) standard deviation of productivity growth of approximately 2.6% and a sample of T = 143 observations, 5–11 standard deviations of the full sample estimator correspond to a 1.0%–2.3% shift in quarterly productivity growth. In this example, one would thus not want to assume that the true break magnitude is sufficiently large for least-squares break date based inference to be reliable. These concerns are corroborated in a small sample Monte Carlo study modeled around the productivity example in Section 4.3. This illustrates that lack of uniform asymptotic validity directly translates into poor small sample properties with practically relevant parameter values.

More generally, it seems hard to argue that break magnitudes of less than 11 standard deviations of the full sample estimator are not part of the empirically relevant parameter space in most applications. One way to see this is that shifts of, say, 8 standard deviations tend to induce highly significant rejections of the null hypothesis of parameter stability with high probability—see Elliott and Müller (2007). But in practice, rejections of the stable model are rarely overwhelming. For instance, there is continued debate about the stability of monetary policy with Orphanides (2004) arguing for rather stable relationships, while Cogley and Sargent (2005) find instabilities that they deem “economically important”, but of a magnitude that would be detected by a formal parameter stability test less than 25% of the time.

Simple adjustments to the standard procedure that ensure size control over all break magnitudes do not deliver reasonable tests.

For instance, in the set-up mentioned above and described in detail in Section 2.3.1, the critical value for the 5% two-sided t-statistic would need to be increased from 1.96 to approximately 4.9 to ensure uniform size control, with obvious adverse effects on power.1 A Bonferroni procedure based on uniformly valid confidence sets for the break date developed by Elliott and Müller (2007) performs well for large breaks, but has poor power for breaks of moderate magnitude. Also, given the results of Andrews and Guggenberger (2010a), it seems clear that standard bootstrap or subsampling techniques would not yield uniformly valid inference in this problem.

The main contribution of this paper is the construction of a powerful test about the post break parameter value in a general GMM time series model with unknown break date in the middle 70% of the sample that controls size uniformly over the break magnitude. This test follows a switching rule: if there is strong evidence for a large break, then the test essentially reduces to standard inference using post break data determined by a break date estimator, with a slight increase of the 5% critical value from 1.96 to 2.01. In the absence of strong evidence for a large break, the test switches to a likelihood ratio test. This likelihood ratio test is carefully constructed to ensure both overall size control and approximate efficiency in the sense that for a particular weighting function, (local asymptotic) weighted average power of the suggested test is demonstrably at most one percentage point smaller than the weighted average power of any test that controls size. Section 4.1 gives a fully self-contained explanation of how to construct the test statistic, and is the relevant section for readers wishing to apply the method to data.

Returning to the US productivity example, Table 1 contains nominal 95% confidence intervals for current US productivity growth, constructed using different methods. The first method assumes the Jorgenson et al. (2008) break date to be correct and reports the post 1995 Q4 sample mean ±1.96 times the standard error. The second method estimates the break date by least squares and, conditional on this estimate, again applies standard critical values. The third method also relies on the least-squares break date, but instead uses a critical value of 4.9 instead of 1.96 to ensure uniform asymptotic coverage control, as explained above. The fourth method conducts standard inference using the last 15% of the data only. The final row reports the 95% confidence interval constructed by inverting the 5% level test developed in this paper.

As argued above, in this example it is not reasonable to assume that the true break magnitude is large enough for the (uncorrected) least-squares based method to yield reliable inference. In contrast, the last three methods are asymptotically uniformly valid. Among those valid methods, the inference developed here is by far the most informative. The resulting confidence interval is nevertheless wider than those with the break date presumed known, and its center is shifted towards smaller values. This makes intuitive sense: with the break date unknown, part of the low productivity

---

1 This adjustment to the critical value is also the end result of the size corrected hybrid subsampling method advanced by Andrews and Guggenberger (2009, 2010b) when applied to this problem.
growth quarters of, say, the early 90s are potentially realizations from the post break period, which suggests a relatively lower post break population mean.

The efficiency claim of the derived test is obtained as follows. Consider first a parametric underlying model. We apply LeCam’s limit of experiments theory to establish that quite generally, time variation of parameters of the order of $T^{-1/2}$ in a nicely behaved parametric model leads to a corresponding limit experiment involving the observation of an appropriately defined Gaussian process on the unit interval. Specializing this result to a model with a single break then leads to a hypothesis testing problem in the limit experiment where both the null and alternative hypothesis are composite. In particular, under the null hypothesis about the post break parameter value, the nuisance parameters are the break date and break magnitude. This non-standard testing problem falls into the class of problems considered by Elliott et al. (2012) (EMW in the following), who derive a set of upper bounds on the weighted average power of any valid test, and suggest a numerical algorithm to determine both a low upper bound and a test with weighted average power close to the bound. We apply EMW’s approach to the limit experiment corresponding to post break parameter inference. We further show how to construct an analogue to the nearly optimal test in the limit experiment for the original testing problem. The local asymptotic power of this test matches the power of the nearly optimal test in the limit experiment, which establishes our efficiency claim via standard limit of experiment arguments.

For an underlying GMM model, we invoke the results of Müller (2011) to obtain the corresponding asymptotic efficiency claims in the class of tests that are “robust” in the sense of Müller (2011).

The remainder of the paper is organized as follows. Section 2 is dedicated to the analysis of parametric models. Section 2.1 establishes convergence to a limit experiment under quite general forms of (parameterized) time variation in parameters of the order $T^{-1/2}$. This is then specialized to the problem of post break parameter inference in Section 2.2. Section 2.3 analyzes the limit experiment for a scalar parameter, illustrates the failure of least-squares based inference and describes how we apply the ideas of EMW to obtain a powerful test. Section 2.4 translates this result for a scalar parameter to an efficiency claim for models with a vector parameter. Section 3 considers GMM models and contains details on the application of Müller’s (2011) approach to large sample efficiency. Section 4 defines the suggested test statistic in terms of partial sample GMM statistics (cf. Andrews (1993)), establishes its asymptotic properties, and analyzes its small sample behavior in three Monte Carlo experiments. Proofs are collected in an Appendix.

2. Asymptotic analysis for parametric models

2.1. Limit experiment for general forms of time variation

Let $X_T = (X_{T,1}, \ldots, X_{T,T}) \in \mathbb{R}^{T}$ be the available data in a sample of size $T$. The data is the realization of a random vector $X_T$ with density $f_{\theta}(T)$ relative to some $\sigma$-finite measure $\mu_T$ when the parameter $\Gamma \in \mathbb{R}^{k}$ takes on the value $\theta_T$ at time $t$. This form of the likelihood arises naturally when $f_{t,T}(\Gamma)$ is the density of $X_{t,T}$ conditional on $X_{t-1}$. We will refer to the model with density $f_{\theta}(T)$ as the “stable” model. Define $h_{\theta}(\Gamma) = \ln f_{\theta}(T)$, $s_{\theta}(\Gamma) = \partial h_{\theta}(\Gamma)/\partial \theta$, and write $[x]$ for the largest integer smaller or equal to $x \in \mathbb{R}$. Assume that the stable model is nicely behaved, as described in the following regularity condition.

**Condition 1.** In the stable model with parameter $\Gamma_0$

(i) in some neighborhood $\mathcal{B}_0$ of $\Gamma_0$, $h_{\theta}(\Gamma)$ is twice differentiable a.s. with respect to $\Gamma$ for $t = 1, \ldots, T$; $T \geq 1$

(ii) $\{s_{\theta}(\Gamma_0), \theta \}$ is a square-integrable martingale difference array with $T^{-1} \sum_{t=1}^{T} \mathbb{E}[s_{\theta}(\Gamma_0)|s_{\theta}(\Gamma_0)'|\theta] = 0$ for all $\theta$ and some $k \times k$ full rank matrix $H, T^{-1} \sup_{\theta \in \mathcal{B}_0} \mathbb{E}[s_{\theta}(\Gamma_0)|s_{\theta}(\Gamma_0)'|\theta] = O_{\mathbb{P}}(1)$

(iii) $T^{-1} \sum_{t=1}^{T} \mathbb{E}[h_{\theta}(\Gamma_0)] = O_{\mathbb{P}}(1), T^{-1} \sup_{\theta \in \mathcal{B}_0} \mathbb{E}[h_{\theta}(\Gamma_0)|s_{\theta}(\Gamma_0)'] = 0$ for any decreasing neighborhoods $\mathcal{B}_T \subset \mathcal{B}_0$ of $\Gamma_0$ that converge to $\{0\}$, $T^{-1} \sum_{t=1}^{T} \sup_{\theta \in \mathcal{B}_T} \mathbb{E}[h_{\theta}(\Gamma_0) - h_{\theta}(\Gamma_0)|s_{\theta}(\Gamma_0)'] = O_{\mathbb{P}}(1)$

(iv) for all $0 \leq s \leq 1$, $T^{-1} \sum_{t=1}^{T} s_{\theta}(\Gamma_0) \rightarrow -sH$

These conditions are a special case of Condition 2 in Li and Müller (2009) and Condition 1 in Müller and Petals (2010), who provide further discussion and references.

Now consider a version of this model with time varying parameters, that is for all $t \leq T$

$$\Gamma_{t,t} = \Gamma_0 + T^{-1/2}B(t/T; \theta).$$

(1)

For a given $\theta \in \Theta, B(\cdot; \theta)$ is a function on the unit interval that describes the shape of the parameter instability through time. This shape is parameterized by the finite dimensional parameter $\theta$, so that the parameter space for the time varying version of the model is $(\Gamma_0, \theta) \in \mathbb{R}^k \times \Theta$; in the next subsection, we will specialize this set-up to functions $B$ that correspond to a single shift in the parameter value. The scaling by $T^{-1/2}$ in (1) ensures that even in large samples, there is only a finite amount of information about $B$, and thus $\theta$. Such asymptotics provide good approximations for small samples when the parameter variability is of the same order of magnitude as sampling uncertainty about $T$.

At this point, we only put some mild constraints on the shape of the parameter instability $B$ (cf. Condition 2 (i) in Li and Müller (2009)).

**Condition 2.** For all $\theta \in \Theta$, the function $s \mapsto B(s; \theta)$ is a bounded and piece-wise continuous $\mathbb{R}$ valued function with at most a finite number of discontinuities, and left and right limits everywhere.

Now by a second order Taylor expansion and Condition 1, one can show that the likelihood ratio statistic $\text{LR}_T(\theta)$ between the model with parameter evolution described by (1) and the stable model, with data generated from the stable model, satisfies

$$\text{LR}_T(\theta) = T^{-1/2} \sum_{t=1}^{T} B(t/T; \theta)'s_{\theta}(\Gamma_0)$$

$$+ \frac{1}{2} T^{-1} \sum_{t=1}^{T} B(t/T; \theta)'s_{\theta}(\Gamma_0)B(t/T; \theta) + o_p(1)$$

$$\Rightarrow \int_{0}^{1} B(s; \theta)'H^{1/2}dW(s) - \frac{1}{2} \int_{0}^{1} B(s; \theta)'HB(s; \theta)ds$$

(2)

where $W(\lambda)$ is a $k$ dimensional standard Wiener process.

Now consider the $k \times 1$ vector continuous time process $G(\cdot)$ on the unit interval

$$G(s) = W(s) + H^{1/2} \int_{0}^{s} B(\lambda; \theta)d\lambda.$$  

(3)

By standard arguments (see, for instance, Kailath (1971)), the log Radon–Nikodym derivative of the measure of $G$ in (3) with parameter $\theta \in \Theta$ relative to the measure $\nu$ of the standard Wiener process $W$, evaluated at $W$, is given by

$$\ln f_0(W) = \int_{0}^{1} B(s; \theta)'H^{1/2}dW(s) - \frac{1}{2} \int_{0}^{1} B(s; \theta)'HB(s; \theta)ds$$

(4)
under Condition 2. This is the same expression as the r.h.s. of (2), suggesting that the information about \( \theta \) from observing \( X_T \) converges in large samples to the information obtained by observing \( G \).

This intuition is made formally precise in the limit of experiments theory pioneered by LeCam; see, for instance, \textit{van der Vaart} (1998) for an introduction. Formally, we have the following result. Let \( C_{[0,1]}^k \) be the space of \( \mathbb{R}^k \) valued continuous functions on the unit interval.

**Proposition 1.** Let \( \xi_\theta \) be the statistical experiment of observing \( G \in C_{[0,1]}^k \) in (3) with parameter space \( \Theta \). Let \( \xi_\theta \) be the statistical experiment of observing \( X_T \) with parameter space \( \Theta \) and known \( T_0 \) under Conditions 1 and 2. Then \( \xi_\theta \) converges (weakly) to \( \xi_\theta \).

The asymptotic representation theorem (see, for instance, \textit{van der Vaart} [1991]) now implies that for any statistic \( \xi_\theta \) that converges weakly in the time varying parameter model \( \xi_\theta \) under all \( \theta \in \Theta \), there exists a corresponding statistic \( \xi_\theta \) in the limit experiment \( \xi_\theta \) with the same distribution \( \xi_\theta \sim \xi_\theta \) under all \( \theta \in \Theta \). Thus, any weakly converging statistic in the original model has asymptotic properties that can be “matched” by some statistic in the limit experiment.

We will be especially interested in the implications of this general result for hypothesis tests

\[
H_0 : \theta \in \Theta_0 \quad \text{against} \quad H_1 : \theta \in \Theta_1.
\]

A (possibly randomized) test in the parametric model is a sequence of measurable functions \( \phi_T : \mathbb{R}^q \rightarrow [0,1], \) with rejection probability \( E_\theta[\phi_T(X_T)] = \int \phi_T \prod_{t=1}^T f_{X_T}(T_{t-1}) d\mu_T. \) The test is of asymptotic level \( \alpha \) if \( \sup_{\theta \in \Theta_0} \limsup_{T \to \infty} E_\theta[\phi_T(X_T)] \leq \alpha. \) The asymptotic representation theorem now implies that if \( \phi_T(X_T) \Rightarrow \xi \) in the time varying parameter model with parameter \( \theta \), then there exists a corresponding test \( \phi : C_{[0,1]}^k \rightarrow [0,1] \) with the same asymptotic local power \( E_\theta[\phi(G)] = \int \phi d\nu = E_\theta[\xi]. \)

In many testing problems there does not exist a uniformly most powerful test, even in the limit experiment. If that is the case, then a useful criterion to choose among tests is their weighted average power for some given integrable weighting function \( F \) with support in the closure of \( \Theta_0 \), as in \textit{Wald} (1943) and \textit{Andrews and Ploberger} (1994). In particular, the weighted average power of a test \( \phi_T \) in the time varying parameter model of sample size \( T \) is

\[
\int E_\theta[\phi_T(X_T)] dF(\theta),
\]

and the weighted average power of a test \( \phi \) in the limit experiment is

\[
\int E_\theta[\phi(G)] d\theta.
\]

The following proposition is a simple corollary of theorem 15.1 of \textit{van der Vaart} (1998).

**Proposition 2.** Suppose Conditions 1 and 2 hold, and let \( \phi_T : \mathbb{R}^q \rightarrow [0,1] \) be a test such that \( E_\theta[\phi_T(X_T)] \to \pi(\theta) \) for all \( \theta \in \Theta \), and that \( \phi_T \) is of asymptotic level \( \alpha \).

(i) If \( \phi^* : C_{[0,1]}^k \rightarrow [0,1] \) maximizes weighted average power

\[
\int E_\theta[\phi^*(G)] d\theta
\]

among all level \( \alpha \) tests \( \phi \) in \( \Theta_0 \), then

\[
\lim_{T \to \infty} \sup E_\theta[\phi_T(X_T)] d\theta \leq \int E_\theta[\phi^*(G)] dF(\theta).
\]

(ii) Suppose there does not exist a level \( \alpha \) test \( \phi : C_{[0,1]}^k \rightarrow [0,1] \) in \( \Theta_0 \) with weighted average power \( \int E_\theta[\phi(G)] d\theta > \alpha \). Then

\[
\lim_{T \to \infty} \sup E_\theta[\phi_T(X_T)] d\theta \leq \alpha.
\]

**Proposition 2** formalizes the notion that the limit experiment provides bounds on the asymptotic performance of tests in the underlying parametric model. Part (ii) is of particular interest in this paper, as the next sections derive upper bounds on power in the limit experiment. Note that both parts of Proposition 2 are not constructive, but only provide limits on how well tests in the underlying small sample problem may perform asymptotically. At the same time, it seems that for a given \( \phi^* \) of part (i), one should be able to construct tests in \( \Theta_0 \) with the same asymptotic power as \( \phi^* \). We describe the translation of a good test in the limit experiment \( \xi_\theta \) to a test with good asymptotic properties in \( \Theta_0 \) in Section 4.

2.2. Limiting problem for post break parameter inference

The set-up of the last subsection is quite general and can potentially accommodate many inference issues in time varying parameter models. In this paper we focus on the particular issue of tests about the post break parameter value. Thus, let \( B \) in (1) be of the following form

\[
B(s, \theta) = H^{-1/2} \beta + H^{-1/2} \delta s \quad [s \leq \rho]
\]

where \( \theta = (\beta, \delta, \rho) \in \mathbb{R}^k \times \mathbb{R} \times [0.15; 0.85] \). Under (5), the parameter \( T_{r+1} \) is equal to \( T_{r+1}^0 + T^{-1/2} H^{-1/2} (\beta + \delta) \) for \( t \leq [\rho T] \), and equal to \( T_{r+1}^0 + T^{-1/2} H^{-1/2} \beta \) for \( t > [\rho T] \). As in previous studies on break models, such as \textit{Andrews} (1993) or \textit{Bai and Perron} (1998), we assume that the break date \( \rho \), expressed in fractions of the sample size, is not too close to the boundaries, and restrict \( \rho \in [0.15; 0.85] \). The normalization by \( H^{-1/2} \) ensures that the magnitudes of \( \beta \) and \( \delta \) are expressed in multiples of the limiting standard deviation of the full sample maximum likelihood estimator in the stable model.

Suppose the scalar parameter of interest is the first element of \( \Gamma \). The null hypothesis that its post break value is equal to the first element of \( \Gamma_0 \) then corresponds to the hypothesis

\[
H_0 : \psi^* \beta = 0
\]

where \( \psi^* \) is proportional to the first row of \( H^{-1/2} \), normalized such that \( \psi^* \varepsilon = 1 \). Let \( R_0 \) be a \( k \times (k-1) \) matrix such that \( (\psi^*, R_0) \) is full rank. The null hypothesis (6) has \( 2k \) nuisance parameters: \( R_0 \beta, \zeta \in \mathbb{R}^k \) and \( \rho \in [0.15; 0.85] \).

The process (5) satisfies Condition 2 for all \( \theta \in \Theta_0 \), so that the limit experiment is given by

\[
G(s) = W(s) + \beta s + \delta \min(\rho, s), \quad s \in [0, 1]
\]

with associated density (cf. (4))

\[
(f_0(G) = \exp \left[ \delta^T G(\rho) + \beta^T G(1) - \frac{1}{2}(\beta^2 + 2\rho\beta^T \delta + \rho^2 \delta^T) \right].
\]

To heuristically motivate the form of the limit experiment (7), consider observations \( y_{T_1} \ldots y_{T_n} \) from a scalar Gaussian model with a break in the mean at time \( \tau \)

\[
y_t = \mu + \Delta 1[t \leq \tau] + \varepsilon_t,
\]

\( \varepsilon_t \sim i.i.d. \mathcal{N}(0, H^{-1}) \).

We then have the following equality in distribution

\[
T^{-1/2} H^{1/2} \sum_{t=1}^T y_t - G(s) \quad \text{for any} \ s \in \left\{1 \right\}_{T=1}^T
\]

where \( \rho = \tau/T, \beta = T^{1/2} H^{1/2} \mu + \delta = T^{1/2} H^{1/2} \Delta. \) Except for the scaling by \( T^{-1/2} \) and the discretization \( s \in \left\{1 \right\}_{T=1}^T \), the testing problem (6) involving the observation \( G \) is therefore identical to inference about the post-break mean in the Gaussian location model (9). It is also straightforward to show that model (9) satisfies Condition 1, so that observing \( G \) is indeed also the formal limit experiment via Proposition 1.

2.3. Scalar limit experiment

Initially, we consider the limit experiment associated with an underlying model that only contains a scalar parameter \( \Gamma \), that is \( k = 1 \). We treat the vector case in Section 2.4.

In this section, we seek to derive good tests for the value of the post mean parameter in this scalar limit experiment. In the notation developed in the last subsection, this corresponds to the hypothesis test

\[
H_0 : \theta = (\beta, \delta, \rho) \in [0] \times \mathbb{R} \times [0.15; 0.85] = \Theta_0
\]

\text{vs} \quad H_1 : \theta = (\beta, \delta, \rho) \in [0] \times \mathbb{R} \times [0.15; 0.85] = \Theta_1.

Geometrically, the null hypothesis asserts that the slope of the deterministic component \( \beta s + \delta \min(\rho, s) \) of \( G(s) \) is equal to zero after the (potential) kink at \( s = \rho \).
We consider two approaches. First, we analyze the properties of tests that estimate the break date \( \rho \) by least squares, and then take that estimate as the true value. This approach corresponds to the suggestion by Bai (1994, 1997) and Bai and Perron (1998) for a linear regression setting, such as the simple mean shift example (9). We find that this way of conducting inference does very poorly under small and moderate break magnitudes (\(|\delta| < 12\), say). Second, we apply the general approach of EMW to derive nearly weighted average power maximizing tests to this specific testing problem.

2.3.1. Tests based on least-squares break date estimator

As discussed in the introduction, Bai (1994, 1997) and Bai and Perron (1998) suggest and analyze the following procedure for conducting inference about the post break value of a coefficient in a linear regression that is subject to a break: estimate the break date by least-squares, construct a post break dummy using this estimate, and perform the usual \( t \)-test on that dummy. These papers show that this procedure results in asymptotically correct inference for break magnitudes that diverge when multiplied by the square root of the sample size. This corresponds to \(|\delta| \to \infty \) in the notation developed here. Another procedure, arguably most prevalent in applied work, first performs a pretest for a break on some conventional significance level, followed by standard full sample inference about the post break value if no significant break is found, and performs least-squares based post break inference as above if the pretest rejects.

In the scalar limit experiment (7), the nominally 5% level least squares and pretest procedure (based on the supF statistic) correspond to the test

\[
1[\sup F > \text{cv}_{\text{pre}}(\alpha_{\text{pre}})] I[|t| > 1.96]
\]

where \( \text{cv}_{\text{pre}}(\alpha_{\text{pre}}) \) is the critical value of the supF statistic of level \( \alpha_{\text{pre}} \) as tabulated in Andrews (1993), (and \( \text{cv}_{\text{pre}}(1) = 0 \) corresponds to always using the least squares break date estimator, with no pretest), and

\[
\hat{\rho} = \text{argmax}_{0.15 \leq \rho \leq 0.85} \left( \frac{(G(r) - rG(1))^2}{\rho(1 - \rho)} \right),
\]

\[
\supF = \frac{(G(\rho) - \hat{\rho}G(1))^2}{\rho(1 - \rho)}, \quad \hat{t} = \frac{G(1) - G(\hat{\rho})}{\sqrt{1 - \hat{\rho}}}. \tag{12}
\]

Under standard assumptions, the large sample properties of the small sample pretest and least square based tests in a linear regression with a single coefficient converge in distribution to those in (11) for breaks of magnitude \( T^{-1/2} \)—this follows, for instance, from Proposition 1 of Elliott and Müller (2007).

In Fig. 2 displays the null rejection probability of (11) for \( \alpha_{\text{pre}} = 1 \) (no pretest), \( \alpha_{\text{pre}} = 0.10, \alpha_{\text{pre}} = 0.05 \) and \( \alpha_{\text{pre}} = 0.01 \) as a function of \( \delta \) for selected values of \( \rho \), based on 50,000 Monte Carlo draws and 1,000 step random walk approximations to 50,000 Wiener processes. None of these tests comes close to controlling size uniformly over \( \delta \). The approximately largest null rejection probability of the pure least-squares break date based test is approximately 29% at \( (\rho, \delta) = (0.85, 2.6) \). Pre-testing for a break seems to both substantially exacerbate and shift the size control problem to larger values of \( \delta \).

In fact, to obtain a 5% level test in the no pretest case, one must employ a critical value of approximately 4.9 instead of 1.96 for the \( t \)-statistic, with size still approximately equal to the nominal 5% level at the point \( (\rho, \delta) = (0.85, 6.8) \). Denote this size corrected test \( \varphi_{\text{LS}} \). Because the worst size distortion occurs for a strictly positive break magnitude, the size corrected hybrid subsampling method of Andrews and Guggenberger (2009, 2010b) reduces to the size corrected fixed critical value test \( \varphi_{\text{LS}} \). Alternatively, one could always use the test \( \varphi_{0.05}(G) = 1[|G(1) - G(0.85)|/\sqrt{0.75} > 1.96] \) which corresponds to a usual 5% level \( t \)-test based on the last 15% of the data. As one would expect, though, the power of both \( \varphi_{\text{LS}} \) and \( \varphi_{0.05} \) is quite poor (we provide power computations in Fig. 4), motivating the construction of an alternative test.

2.3.2. Approximately weighted average power maximizing test

The testing problem (10) has exactly the structure of testing problems analyzed in EMW: it is a non-standard but parametric testing problem with composite null and alternative hypotheses. We thus follow their general approach to determine a test that comes close to maximizing a weighted average power criterion.

As discussed in EMW, in problems of this kind the weighted average power maximizing test rejects for large values of a likelihood ratio type statistic. The numerator in this ratio is the likelihood \( f_0 \) integrated over the weighting function \( F \), which can be chosen freely by the researcher. The intuition here is that the weighted average power criterion

\[
\int E_{\theta}[\varphi(G)]dF(\theta) = \int \varphi_{\theta}d\text{d}F(\theta)
\]

is, by a change of the order of integration, equivalent to

\[
E_{\theta}[\varphi(G)] = \int \varphi_{\theta}d\text{d}F(\theta)
\]

Unreported results show that these asymptotic results provide very good approximations for the small sample Gaussian location problem (9) with \( T = 100 \).
\[ \int \varphi \, dv, \text{ where } h = \int f_d \, dF(\theta). \] Thus, maximizing weighted average power amounts to maximizing power against the single mixture density \( h \).

The denominator in the likelihood ratio statistic is the likelihood integrated over the so-called "least favorable distribution" \( \Lambda \) with support in \( \Theta_0 \), so that the best test rejects for large values of \( h / \int f_d \, d\Lambda(\theta) \). The distribution \( \Lambda \) is endogenous to the problem and depends on the weighting function \( F \) and the level of the test. Its name may be understood by thinking of a game between the econometrician and nature: nature selects the parameter value under the null hypothesis to make it as hard as possible for the econometrician to devise a powerful level \( \alpha \) test between the null hypothesis and \( h \). In general, nature's best strategy is randomized, and described by the least favorable distribution.

Now in many non-standard problems, such as the one under consideration here, it is very difficult to analytically derive the form of the least favorable distribution. For this reason, EMW devise an algorithm to numerically determine an approximately least favorable distribution \( \Lambda^* \) as a mixture of a finite set of base distributions with support in \( \Theta_0 \). The distribution \( \Lambda^* \) is useful for two purposes: on the one hand, it implies an upper bound on weighted average power of any level \( \alpha \) test. The reasoning is that the econometrician's best response to any given randomized strategy of nature provides an upper bound for the power against nature's best randomized strategy. On the other hand, by EMW's definition of an approximately least favorable distribution \( \Lambda^* \), the level \( \alpha \) test that rejects for large values of the likelihood ratio statistic \( h / \int f_d \, d\Lambda^*(\theta) \) has power only slightly below this upper bound. For practical purposes, this feasible test thus comes numerically close to solving the problem of determining the weighted average power maximizing test.

In order to implement EMW's algorithm, we thus need to choose a weighting function \( F \) and select a set of base distributions that discretizes the null parameter space \( \Theta_0 \).

We choose \( F \) such that \( \rho \) is uniformly distributed on \( [0, 0.15, 0.85] \) and \( (\beta, \delta) \) is bivariate normal independent of \( \rho \) with \( \beta \sim \mathcal{N}(0, \sigma_\beta^2), \delta \sim \mathcal{N}(0, \sigma_\delta^2) \) and \( \beta + \delta \) independent of \( \beta + \delta \), where \( \sigma_\beta^2 = 22 \) and \( \sigma_\delta^2 = 400 \). The Gaussianity of the marginal distribution of \( \beta \) and \( \delta \) in \( F \) is chosen for analytical convenience, and the independence of the pre and post break parameter values \( \beta \) and \( \beta + \delta \) mirrors the independence of the pre and post break sample information \( G(\delta) \) and \( G(1) - G(\rho) \). The value of \( \sigma_\beta^2 = 22 \) is motivated by King's (1988) discussion of overall reasonable point-optimal tests; since it turns out that for \( \sigma_\beta^2 = 22 \), the best 5% level test has approximately 50% weighted average power. The uniform weighting over \( \rho \) accords to the choice in Andrews and Ploberger (1994) and is intended to generate reasonable power for all break dates \( \rho \in [0.15, 0.85] \). Finally, the value \( \sigma_\delta^2 = 400 \) is motivated as follows: for large \( \delta \), (say, \( |\rho| > 12 \) or so) there is a lot of information about the break date \( \rho \), and good tests can come close to performing as well as if \( \rho \) was known. By putting enough weight on rather large values of \( \delta \), the choice \( \sigma_\delta^2 = 400 \) ensures that tests that have large weighted average power share this desirable feature. At the same time, the distribution \( \mathcal{N}(0, 400) \) concentrates about half of its mass on \( \delta < 12 \), so tests with large weighted average power also perform reasonably well when there is only limited sample information about the break date \( \rho \).

We choose the base distributions to be of the form \( \rho \) is uniformly distributed on \( [\max(0.15, a/100 - \frac{1}{2}, \min(0.85, b/100 + \frac{1}{2})] \) and \( \delta \) is an equal probability mixture of \( \delta \sim \mathcal{N}(\mu_\delta, \sigma_\delta^2) \) and \( \delta \sim \mathcal{N}(-\mu_\delta, \sigma_\delta^2) \) for some integers \( a, b \in \{15, \ldots, 85\} \), \( b \geq a \), and \( \mu_\delta \in \mathbb{R}, \sigma_\delta^2 > 0 \).

The algorithm now proceeds as follows. Set the candidate \( \Lambda^* \) equal to some base distribution, and construct the optimal test against the weighted average alternative distribution \( h \). Slightly adjust the critical value of this test upwards so that it has null rejection probability slightly below \( \alpha \). Check whether the adjusted test controls size for data drawn from the other base null distributions. If it does not, determine a new \( \Lambda^* \) that is a mixture of the previous \( \Lambda^* \) and the violating base distribution. Iterate until the adjusted test controls size uniformly over all base distributions.

The result of this process is a test that has power that is close to the upper bound, and that controls size under all mixtures of base distributions. It may not, however, control size for all possible values of the nuisance parameters \( (\delta, \rho) \). So the final step is to check size control. If size control is not obtained, then additional null base distributions with smaller \( \sigma_\delta^2 \) and/or smaller values of \( b - a \) are added to the set of base distributions, and the iterative process goes through another round. Table 6 in the Appendix describes the sets of base distributions in this process in detail.

In the application of this paper, we determine a level \( \alpha \) test \( \varphi^* \) in the limit experiment with weighted average power close to the upper bound of a slightly simplified form. The computation of rejection probabilities requires the simulation of (pseudo) random continuous time processes \( G \). Discrete time Gaussian random walk approximation based on, say, 1000 steps are computationally expensive and of uncertain accuracy. For this reason, we approximate all integrals over \( \rho \) by sums with \( \rho \in \{1/100, 2/100, \ldots, 1\} \). The rejection probability of the (approximate) likelihood ratio type test thus becomes a function of

\[
G \left( \left\lceil \frac{1}{100} \right\rceil \right)_{i=1}^{100}.
\]

The 100 random variables (13) can be simulated without any approximation error, as they are exactly jointly Gaussian. Also, looking ahead, implementation of this test only requires evaluation of an appropriate partial sum process at the 71 values 0.15, 0.16, \ldots, 0.85, which numerically simplifies applications in potentially computationally demanding GMM problems.

In addition, we modify the behavior of the test when the break is obviously large. The motivation is as follows: by construction, the level \( \alpha \) test that rejects for large values of \( h / \int f_d \, d\Lambda^*(\theta) \) comes close to maximizing weighted average power over \( F \). But \( F \) puts very little mass on very large breaks (say, \( |\delta| > 40 \)). Thus, the test might perform quite poorly there. At the same time, for a large break \( |\delta| \), there is ample information about the break date \( \rho \). With \( \rho \) known, inference about the post break value is a standard problem—simply reject for the analogue of a \( t \)-test based on the last \( 1 - \rho \) fraction of the data, that is, \( \varphi^*(G) = 1 \) if \( |t| > 1.96 \), where \( t_\varphi = (G(1) - G(\rho))/\sqrt{1 - \rho} \). The suggestion of EMW for problems of this kind is to switch between the standard test if there is overwhelming evidence that \( |\delta| \) is large, and the likelihood ratio type test \( h / \int f_d \, d\Lambda^*(\theta) \) otherwise. Numerical calculations suggest that once the supF statistic (12) takes on very large values, inference based on \( 1(\varphi^* > 1.96) \) is nearly correct. Thus, whenever supF > 90, we switch to using the test statistic \( f \) in (12), but with critical value of 2.01 rather than 1.96 on the 5% level. The adjustment of the critical value is to ensure overall size control, including the switching.

These modifications are only applied to the nearly weighted average power maximizing test \( \varphi^* \), however. The computation of the power bound does not involve any switching and requires evaluation of and integration over the actual densities (8), which we approximate by Riemann sums with \( 8 \cdot 10^3 \) steps.

Fig. 3 plots the approximate least favorable distribution obtained by the algorithm. It is a mixture of 18 base distributions; see Table 2 for the corresponding weights and values of \((a, b, \mu_\delta, \sigma_\delta^2) \).
Table 2
Approximate least favorable distribution.

<table>
<thead>
<tr>
<th>j</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>p_j</td>
<td>0.588</td>
<td>0.123</td>
<td>0.067</td>
<td>0.057</td>
<td>0.038</td>
<td>0.032</td>
<td>0.026</td>
<td>0.02</td>
<td>0.009</td>
</tr>
<tr>
<td>a_j</td>
<td>15</td>
<td>85</td>
<td>85</td>
<td>85</td>
<td>20</td>
<td>75</td>
<td>20</td>
<td>20</td>
<td>75</td>
</tr>
<tr>
<td>b_j</td>
<td>85</td>
<td>85</td>
<td>85</td>
<td>74</td>
<td>85</td>
<td>74</td>
<td>74</td>
<td>82</td>
<td>59</td>
</tr>
<tr>
<td>σ_j^2</td>
<td>100</td>
<td>10</td>
<td>4</td>
<td>300</td>
<td>200</td>
<td>10</td>
<td>3</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>μ_j</td>
<td>20</td>
<td>5</td>
<td>3</td>
<td>16</td>
<td>28</td>
<td>9</td>
<td>6</td>
<td>7</td>
<td>11</td>
</tr>
<tr>
<td>j</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
<td>16</td>
<td>17</td>
<td>18</td>
</tr>
<tr>
<td>p_j</td>
<td>0.009</td>
<td>0.008</td>
<td>0.006</td>
<td>0.005</td>
<td>0.004</td>
<td>0.004</td>
<td>0.002</td>
<td>0.001</td>
<td>0.001</td>
</tr>
<tr>
<td>a_j</td>
<td>70</td>
<td>15</td>
<td>15</td>
<td>60</td>
<td>80</td>
<td>60</td>
<td>83</td>
<td>85</td>
<td>75</td>
</tr>
<tr>
<td>b_j</td>
<td>74</td>
<td>19</td>
<td>24</td>
<td>69</td>
<td>82</td>
<td>69</td>
<td>84</td>
<td>85</td>
<td>75</td>
</tr>
<tr>
<td>σ_j^2</td>
<td>10</td>
<td>10</td>
<td>200</td>
<td>10</td>
<td>10</td>
<td>3</td>
<td>10</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>μ_j</td>
<td>9</td>
<td>5</td>
<td>28</td>
<td>12</td>
<td>11</td>
<td>8</td>
<td>13</td>
<td>15.5</td>
<td>13</td>
</tr>
</tbody>
</table>

Notes: The least favorable distribution is a mixture of weighted average power maximizing test \( \hat{\phi} \) of Section 4.1. In each base distribution, \( \rho \) is uniform on \([\min(0.15, a/100 - \frac{1}{2}), \min(0.85, b/100 + \frac{1}{2})]\) and \( \delta \) is an equal probability mixture of \( \delta \sim N(\mu_j, \sigma_j^2) \) and \( \delta \sim N(-\mu_j, \sigma_j^2) \). The values in this table also enter the definition of the nearly weighted average power maximizing test \( \phi^* \) of Section 4.1.

Fig. 3. Approximate least favorable distribution \( \Lambda^* \).

2.4. Multivariate limit experiment

We now return to the vector limit experiment (6) with \( k > 1 \). In principle, one could again try to apply EMW’s algorithm directly, but due to the high-dimensional nuisance parameter space with \( 2k \) parameters, this is computationally difficult.

Instead, note that one could always choose to ignore the information contained in \( G \) beyond the scalar process \( v'G \). But the testing problem treating \( v'G \) as the only observation is identical to the one treated in the last subsection. In particular, simply applying \( \phi^* \) of Proposition 3 to \( v'G \) obviously yields a valid 5% level test, with a rejection probability that only depends on \( \rho \in [0.15; 0.85] \). \( v'\beta \in \mathbb{R} \) and \( v'\delta \in \mathbb{R} \).

Now it seems that ignoring the information in \( G \) beyond \( v'G \) is very inefficient. But the following proposition shows that this approach is nearly admissible.

Proposition 4. In model (7) with \( k > 1 \), let \( F_0 \) be the probability distribution for \( \theta \) such that \((v'\beta, v'\delta, \rho)\) has distribution \( F \) of Section 2.3.2, and \( R_0: R_1: \delta = 0 \) almost surely under \( F_0 \). Then

(i) any 5% level test \( \phi \) of (6) has \( \int E_0[v'(G)]dF_0(\theta) \leq \tau \simeq 50.0\% \);

(ii) the test \( \phi^*(v'G) \) of (6), with \( \phi^* \) defined as in Proposition 3, is of level \( \alpha^* \simeq 5\% \), and \( \int E_0[\phi^*(v'G)]dF_0(\theta) = \tau^* \simeq 49.0\% \).

Proposition 4 shows that for a particular weighting function \( F_0 \) that is closed related to \( F \) on Section 2.3.2, no 5% level test can have weighted average power larger than \( \tau^* \). At the same time, \( \phi^* \) applied to \( v'G \) has weighted average power with respect to \( F_0 \) equal to \( \tau^* \), which is only slightly smaller than \( \tau \). Thus \( \phi^*(v'G) \) is nearly admissible in the multivariate problem: no level \( \alpha^* \) test can exist that has substantially higher power uniformly over \( \theta \in \Theta \subset \mathbb{R}^{2k+1} \). What is more, in a more general limit experiment where the last \( k - 1 \) elements of \( v' \) undergo breaks at a different time, or are subject to multiple breaks, the test \( \phi^*(v'G) \) still controls size, as its null rejection properties are entirely unaffected by the form of parameter instabilities in parameters other than the parameter of interest.

We consider the combination of near admissibility and this robustness as quite attractive and will thus implement \( \phi^*(v'G) \) in the multivariate problem.

3. GMM models

The last section discussed the problem of deriving asymptotically powerful inference about the post break parameter value using LeCam’s limits of experiments theory. The theory derived there applies to any well-behaved parametric model, such as, say, the post-break parameters of a Gaussian ARMA(\( p, q \)) model (see Section 4.3 for an illustration), or post break parameter values of a logit model with time series data.

The results do not, however, apply to general semiparametric models, such as those defined through moment conditions. It is in principle possible to apply limits of experiments ideas also to semiparametric models (see, for instance, Choi et al. (1996) for an application to semiparametric LAN models), but the non-standard nature of the testing problem here makes this an involved enterprise beyond the scope of the paper. As a more straightforward alternative, we now apply the asymptotic efficiency concept of tests introduced by Müller (2011) to post break parameter inference in GMM models.

Using data \( X_T = (x_1, \ldots, x_T, \tau) \in \mathbb{R}^{d+1} \), let the moment condition be the \( \mathbb{E}^{\text{GMM}} \)-valued function \( g(\cdot) \), so that \( E[g(x_t, \tau)] = 0 \) when the true parameter at date \( t \) is given by \( \Gamma = \Gamma^* \). Consider first the stable version of the GMM model with true parameter value \( \Gamma_0 \).

Then full sample efficient GMM estimation is based on

\[
\Gamma = \arg \min_{\Gamma} \left( \sum_{t=1}^{T} g(x_{t, \tau}, \Gamma) \right)^{1/2} \hat{V} \left( \sum_{t=1}^{T} g(x_{t, \tau}, \Gamma) \right)
\]

where \( \hat{V} \) is possibly data dependent \( m \times m \) positive definite weighting matrix that converges to the inverse of the asymptotic variance
Fig. 4. Asymptotic power of the approximately optimal test $\varphi^*$ and of the size corrected least-squares date estimator based test $\varphi_{LS}$, compared to the infeasible test $\varphi^*_\rho$ with break date known, and the test using only the last 15% of the observations $\varphi_{0.85}$.

V^{-1} \text{ of } T^{-1/2} \sum_{t=1}^T g(x_{T,t}, \Gamma_0), \text{ and }
\sqrt{T}(\hat{\Gamma} - \Gamma_0) \Rightarrow \mathcal{N}(0, H^{-1})

where $H^{-1} = (\hat{\Gamma}' V \hat{\Gamma})^{-1}$, $T^{-1} \sum_{t=1}^T \gamma(x_{T,t}, \Gamma_0) \rightarrow \hat{\gamma}$ and the $Gx_m$ valued function $\gamma(. , \Gamma)$ is the partial derivative of $g$ with respect to $\Gamma$. Further, let $\hat{\Omega}$ be a consistent estimator of the variance of $\hat{\Gamma}$, in the sense that $T \hat{\Omega} \rightarrow H^{-1}$, and $T^{-1/2}(\hat{\Gamma} - \Gamma_0) \Rightarrow \mathcal{N}(0, I_k)$.

Now consider a time varying parameter version of this GMM model, where the parameter evolves according to (1) and (5).
\[
\Gamma_{T,t} = \Gamma_0 + T^{-1/2}H^{-1/2} (\beta + \delta \mathbb{1}[t/T \leq \rho])
\]

with the $(\beta, \delta, \rho) \in \Theta$, just as in the previous section. Conditional on $\tau = \lfloor \rho T \rfloor$, the natural estimators for the pre and post break value of $\Gamma$ are given by the efficient GMM estimator using pre and post break data.

\[
\hat{\Gamma}_{\text{pre}}(\tau) = \arg \min_{\Gamma} \left( \sum_{t=1}^\tau g(x_{T,t}, \Gamma) \right)' \hat{V}_{\text{pre}}(\tau) \left( \sum_{t=1}^\tau g(x_{T,t}, \Gamma) \right)
\]

\[
\hat{\Gamma}_{\text{post}}(\tau) = \arg \min_{\Gamma} \left( \sum_{t=\tau+1}^T g(x_{T,t}, \Gamma) \right)' \hat{V}_{\text{post}}(\tau) \left( \sum_{t=\tau+1}^T g(x_{T,t}, \Gamma) \right)
\]

with $\hat{V}_{\text{pre}}(\tau)$ and $\hat{V}_{\text{post}}(\tau)$ the appropriate $m \times m$ positive definite weighting matrices, and associated covariance matrix estimators $\hat{\Sigma}_{\text{pre}}(\tau)$ and $\hat{\Sigma}_{\text{post}}(\tau)$ of $\hat{\Gamma}_{\text{pre}}(\tau)$ and $\hat{\Gamma}_{\text{post}}(\tau)$, respectively. A natural starting point for post break parameter value inference in the absence of knowledge about $\rho \in [0.15; 0.85]$ is arguably the information contained in $[\hat{\Omega}_{\text{pre}}(\tau), \hat{\Omega}_{\text{post}}(\tau), \hat{\Gamma}_{\text{pre}}(\tau), \hat{\Gamma}_{\text{post}}(\tau)]$ for $[0.15 T] \leq \tau < [0.85 T]$. In other words, it seems natural to try to learn about the post parameter value from the relevant set of
“partial sample” parameter GMM estimates (along with their standard error estimates) in the jargon developed in Andrews (1993).

In large samples, the set of estimators \( \{ \hat{I}_{pre}(T), \hat{I}_{post}(T), \hat{I}_{dp}(T), \hat{I}_{dpost}(T) \} \) typically satisfies the following weak convergence

\[
Y_T(s) = \begin{pmatrix}
T^{1/2}(\hat{I}_{pre}(sT) - I_0) \\
T^{1/2}(\hat{I}_{post}(sT) - I_0) \\
T\hat{I}_{dp}(sT) \\
T\hat{I}_{dpost}(sT)
\end{pmatrix}
\]

\[
\Rightarrow Y(s) = \begin{pmatrix}
H^{-1/2}(G(s)) \\
H^{-1/2}(G(1) - G(s)) \\
sH^{-1} \\
(1-s)H^{-1}
\end{pmatrix}
\]

where \( G \) is distributed as in (7), and the convergence is in the space of 2k+k^2 valued càdlàg functions on the interval [0.15; 0.85]. We discuss relevant primitive conditions below Proposition 5 in Section 4.

Now consider tests of the null hypothesis that the post break value of the first element of \( \gamma \) is equal to the first element of \( I_0 \). Under (14), just as in Section 2.2, this corresponds to the composite null hypothesis

\[
H_0 : v^\prime \beta = 0
\]

where \( v^\prime \) is the normalized first row of \( H^{-1/2} \).

Now one might demand that a test \( \hat{\gamma}(X_t) \) does not overreact, at least asymptotically, whenever the GMM model is well enough behaved for (15) to hold. Formally, Müller (2011) introduces the following definition: a test \( \gamma : R^n \rightarrow \{0,1\} \) of (16) is considered robust if \( \lim_{t \to \infty} \sup_{\theta \neq \theta_0} P_{\theta}(\gamma(X_t) = 0) \leq 0.05 \) for all \( \theta \) with \( v^\prime \beta = 0 \), for any sequence of distributions of \( X_t \) that induces the weak convergence (15). Theorem 1 in Müller (2011) shows that under this constraint, the asymptotically weighted average power maximizing test based on \( X_t \) is simply the corresponding weighted average power maximizing test in the limiting problem of observing \( Y(\cdot) \) in (15), evaluated at the sample analogue \( Y_T(\cdot) \). In contrast to the more traditional Le Cam-type arguments of Section 4.1, no additional regularity assumptions on the likelihood or other properties of \( X_t \) are required for this efficiency claim. At the same time, the robustness requirement is arguably very strong, as there are many ways in which (15) may hold, correspondingly weakening the strength of the claim. See Müller (2011) for further discussion on the merits of this notion of efficiency.

The limiting problem of observing \( Y(\cdot) \) in (15) is recognized as (essentially) identical to the limit experiment considered in Sections 2.3 and 2.4 (it is potentially less informative, as observing \( Y(\cdot) \) on [0.15; 0.85] is equivalent to observing \( \hat{G}(\cdot) \) on [0.15; 0.85], rather than observing \( G(\cdot) \) on the entire unit interval). Thus, the bound \( \hat{\pi} \simeq 50.00 \% \) on weighted average power derived in Propositions 3 and 4 also applies to tests of (16) based on \( X_t \) under Müller’s (2011) robustness constraint relative to (15). In Section 4, we discuss in detail the construction of the small sample analogue \( \hat{\gamma}^* \), and show in Proposition 5 that its asymptotic rejection profile is equal to the rejection profile of \( \gamma^* \) whenever (15) holds, so its asymptotic weighted average power is equal to \( \alpha^* \simeq 49.00 \% \). Thus, \( \gamma^* \) is the nearly asymptotic weighted average power maximizing test among all tests that are robust in the sense of Müller (2011) relative to (15).

4. Test statistic and properties

This section gives the precise form of the test statistic and provides the asymptotic justification for the test as well as some evidence on its small sample performance. Section 4.1 details the construction of the statistic, and is the relevant subsection for those wishing to apply the method to data. The suggested statistic applies to inference on a single element of a \( k \times 1 \) parameter vector in a GMM problem. Hence the method applies to linear and nonlinear regression, maximum likelihood models with differentiable likelihoods, and structural and reduced form models. The method takes as its input the output of standard GMM estimation over various subsamples, as detailed below. In Section 4.2 we examine the large sample properties of the statistic, establish limit results and show that the test is consistent under local and non-local break magnitudes. The conditions on the data and models are similar to the set of assumptions in the breaks literature (for example Andrews (1993)), allowing for time heterogeneous data and a wide range of models, but ruling out unit (or near unit) roots and time trends. We examine small sample size and power properties in Monte Carlo experiments in Section 4.3 in a mean estimation problem, for inference about a parameter estimated by maximum likelihood, and in an instrumental variables regression problem.

4.1. Definition of test statistic

We define the statistic in a general method of moments framework with the \( k \) dimensional parameter \( \Gamma = (\gamma, \tilde{\gamma}) \), with \( \gamma \in \mathbb{R}^k \) and \( \tilde{\gamma} \in \mathbb{R}^{k^2} \). The data in a sample of size \( T \) is given by \( X_T = (x_1, \ldots, x_T) \), and the population moment condition is \( E_g(x_t, I_0) = 0 \) when the true parameter at date \( t \) is given by \( I(t) = I_0 \) for some known, \( \mathbb{R}^{n \times n} \) valued function \( g(\cdot, \cdot) \). For example in a linear IV/2SLS problem we might have \( g(x_t, I_0) = (x_t - I_0 x_0) x_0 \) where the scalar variable \( x_0 \) is regressand on the vector \( x_t \), using \( x_0 \) as instruments. The weight matrix may be chosen in the usual way and, for the validity of our test, does not have to be the efficient one.

The parameter \( \Gamma \) changes its value from \( \Gamma_{pre} = (\gamma_{pre}, \tilde{\gamma}_{pre}) \) to \( \Gamma_{post} = (\gamma_{post}, \tilde{\gamma}_{post}) \) at some unknown date \( \tau \in \mathbb{N} \) in the middle 70% of the sample, \( \tau \in [0.15T, 0.85T] \) (the methods apply for any size of the change so are applicable where subsets or even all of the parameters in \( \Gamma \) do not change). The hypotheses of interest concerns the post break value of the first element \( \gamma \) of \( \Gamma \).

\[
H_0 : \gamma_{post} = \gamma_{post,0} \text{ against } H_1 : \gamma_{post} \neq \gamma_{post,0}.
\]

Denote by \( \hat{\gamma}_{pre}(t) \) and \( \hat{\gamma}_{post}(t) \) standard GMM estimators of \( \Gamma \) using data \( [X_t]_{t=1}^{\tau} \) and \( [X_t]_{\tau+1}^{T} \), and denote by \( \hat{\gamma}_{dp}(t) \) and \( \hat{\gamma}_{dpost}(t) \) the estimators of the covariance matrix of \( \hat{\gamma}_{pre}(t) \) and \( \hat{\gamma}_{post}(t) \), respectively. These covariance matrix estimators, as well as the weighting matrix for efficient GMM estimation in the overidentified case, are based on data \( [X_t]_{t=1}^{\tau} \) and \( [X_t]_{\tau+1}^{T} \) for the pre and post break estimators. If necessary, the estimators \( \hat{\gamma}_{dp}(t) \) and \( \hat{\gamma}_{dpost}(t) \) account for serial correlation by employing a correction as in Newey and West (1987) or Andrews (1991), for instance, so that in an overall stable model with parameter \( I_0 \), approximately

\[
\hat{\gamma}_{dp}(t)_{post}^{-1/2} \hat{\gamma}_{pre}(t) \sim \mathcal{N}(I_0, \hat{\Sigma}_{pre}(t)) \text{ and } \hat{\gamma}_{dpost}(t)^{-1/2} \hat{\gamma}_{post}(t) \sim \mathcal{N}(I_0, \hat{\Sigma}_{dpost}(t)).
\]

Our test statistic of (17) only requires evaluation of \( \hat{\gamma}_{pre}(t), \hat{\gamma}_{post}(t), \hat{\gamma}_{dp}(t), \hat{\gamma}_{dpost}(t) \) at the 71 numbers \( t = \lfloor IT/100 \rfloor \) for \( I = 15, 16, \ldots, 85 \) where \( \lfloor x \rfloor \) denotes the largest integer smaller or equal to \( x \). Let \( \hat{\gamma}_{pre}(t) \) and \( \hat{\gamma}_{post}(t) \) be the first element of \( \hat{\gamma}_{pre}(IT/100) \) and \( \hat{\gamma}_{post}(IT/100) \), and denote by \( \hat{\alpha}_{pre}(t) \) and \( \hat{\alpha}_{dpost}(t) \) the 1, 1 element of \( \hat{\Sigma}_{pre}(IT/100) \) and \( \hat{\Sigma}_{dpost}(IT/100) \), respectively. With the definitions in Box 1,\(^4\) the 5% level test \( \hat{\alpha}^* \) of
\[ \sup F = \max_{16 \leq \hat{l} \leq 85} \left( \hat{\gamma}_{\text{post}}(l) - \hat{\gamma}_{\text{pre}}(l-1) \right)^2 \]

\[ \hat{\gamma}_{\text{pre}}(l) = l\hat{\gamma}_{\text{pre}}(l) - (l-1)\hat{\gamma}_{\text{pre}}(l-1) \]

\[ \hat{\gamma}_{\text{post}}(l) = (101 - l)\hat{\gamma}_{\text{post}}(l-1) - (100 - l)\hat{\gamma}_{\text{post}}(l) \]

\[ \hat{l} = \arg \min_{16 \leq \hat{l} \leq 85} \left( \sum_{j=16}^{l-1} \hat{\Delta}_{\text{pre}}(j)^2 - (l-1)\hat{\gamma}_{\text{pre}}(l-1)^2 + \sum_{j=l+1}^{85} \hat{\Delta}_{\text{post}}(j)^2 - (100 - l)\hat{\gamma}_{\text{post}}(l)^2 \right) \]

\[ \hat{\Delta}_{\text{post}}(l) = \frac{\hat{\gamma}_{\text{post}}(l) - \hat{\gamma}_{\text{pre}}(l-1)}{\hat{\alpha}^2_{\text{post}}(\hat{l})} \]

\[ \hat{\alpha}^2_{\text{post}} = \frac{(\hat{l} - 1)^2}{9900} \alpha^2_{\text{pre}}(\hat{l}) - \frac{(100 - \hat{l})^2}{9900} \alpha^2_{\text{post}}(\hat{l}) \]

\[ \hat{\delta}_{\text{LR}} = \frac{1}{18} \sum_{j=1}^{85} \sum_{l=j+8}^{\hat{l}} \left( \frac{\hat{\gamma}_{\text{pre}}(l)^2}{\hat{\alpha}^2_{\text{pre}}(l)} + \frac{\hat{\gamma}_{\text{post}}(l)^2}{\hat{\alpha}^2_{\text{post}}(l)} \right) \cos \left( \frac{l\pi\hat{l}}{100(1-\hat{l})} \right) \]

where \( l, \alpha^2 \) = 1 + \( \alpha^2 \)l/100, \( \sigma^2_{\text{pre}} = 378, \sigma^2_{\text{post}} = 22, \) and \( a_j, b_j, p_j, \gamma_j \) and \( \sigma^2_{\text{pre}} \) are defined in Table 2.

Box I.

(17) rejects \( H_0 \) if and only if either (i) \( \sup F > 90 \) and \( \hat{l}_{\text{post}} > 2.01 \), or (ii) \( \sup F < 90 \) and \( \hat{\delta}_{\text{LR}} > 2.41 \).

The intuition for these computations is roughly as follows. The statistic \( \sup F \) is the largest F-statistic of the null hypothesis that the value of \( \gamma \) in the first \((l - 1)\% \) is equal to the value of \( \gamma \) in the last \((100 - l)\% \), maximized over \( 16 \leq l \leq 85 \). By leaving out the middle 1% of observations, it is ensured that for any true break fraction within the middle 70% of the sample, one of these F-statistics (often, the largest) only involves estimators \( \hat{\gamma}_{\text{pre}}(l), \hat{\alpha}^2_{\text{pre}}(l) \) and \( \hat{\gamma}_{\text{post}}(l), \hat{\alpha}^2_{\text{post}}(l) \) from stable periods. When \( \sup F > 90 \), that is, when there is strong evidence for the occurrence of a break, the test \( \hat{\psi}^* \) rejects if the usual \( t \)-statistic \( \hat{t}_{\text{post}} \) is larger than 2.01 (rather than the usual 1.66) in absolute value, where \( \hat{t}_{\text{post}} \) uses \( \hat{l} \) to determine the appropriate post-break data.

In (approximately) linear and stationary models, \( \hat{\gamma}_{\text{pre}}(l) \) is centered at the average parameter value of the first \% of the sample, \( [l/T / 100] - 1] \sum_{l=1}^{T/100} \hat{\gamma}_{\text{pre}}(l) + \hat{\gamma}_{\text{pre}}(\hat{l} - 1) \), and similarly, \( \hat{\gamma}_{\text{post}}(l) \) is centered at the average parameter value of the last \((100 - l)\% \) of the sample. The statistics \( \hat{\Delta}_{\text{pre}}(l) \) and \( \hat{\Delta}_{\text{post}}(l) \) thus approximately estimate the value of the parameter in the \( l \)th percent of the sample. If the true break \( \tau \) is in the \( l \)th percent of the sample, then \( \hat{\Delta}_{\text{pre}}(l) \) should be approximately equal to \( \hat{\gamma}_{\text{pre}} \), and similarly for \( \hat{\Delta}_{\text{post}}(l) \). The break fraction estimator \( \hat{l} \) is usefully thought of as a least squares estimator based on these discretized estimators leaving out the middle one percent; note that for a given potential break date \( l \in \{15, 16, \ldots, 85\} \) measured in percentage points

\[ \min_{\hat{\gamma}_{\text{pre}}(l)} \left[ \sum_{j=1}^{l-1} (\hat{\Delta}_{\text{pre}}(j) - \hat{\gamma}_{\text{pre}}(j))^2 + \sum_{j=1 \leq l}^{100} (\hat{\Delta}_{\text{post}}(j) - \hat{\gamma}_{\text{post}}(j))^2 \right] \]

\[ \approx \sum_{j=1}^{l-1} (\hat{\Delta}_{\text{pre}}(j))^2 - (l-1)(1-l)\hat{\gamma}_{\text{pre}}(l-1)^2 \]

\[ + \sum_{j=1 \leq l}^{100} (\hat{\Delta}_{\text{post}}(j))^2 - (100 - l)(1-l)\hat{\gamma}_{\text{post}}(l)^2 \]

and the omission of \( \sum_{j=15}^{\hat{l}} \hat{\Delta}_{\text{pre}}(j)^2 \) and \( \sum_{j=80}^{100} \hat{\Delta}_{\text{post}}(j)^2 \) in the definition of \( \hat{l} \) is immaterial, as neither term depends on \( l \). By adding one to \( \hat{l} \), it is ensured that with high probability, \( \hat{l} + 1 \) is at least as large as the true break fraction in percentage points, so that \( \hat{t}_{\text{post}} \) is based on estimates from a stable post-break period. The advantage of the least squares criterion (18) based on \( \hat{\Delta}_{\text{pre}}(l), \hat{\Delta}_{\text{post}}(l) \) over, say, an analogue to the F-statistics that underlie \( \sup F \), is that \( \hat{l} \) in (18) has appealing properties under relatively weak conditions also when the break magnitude is not small—cf. Proposition 5.

In the absence of strong evidence for a break, that is \( \sup F < 90 \), the test \( \hat{\psi}^* \) switches to deciding the null hypothesis based on a likelihood ratio statistic. The numerator of this statistic is the result of the weighting over alternative values for \( \hat{\gamma}_{\text{pre}} \), break dates and break magnitudes with the weighting function \( F \) defined in Section 2.3.2. The denominator is a result of a weighting over break dates and break magnitudes that make detection of this alternative as difficult as possible, the numerically determined approximate least favorable distribution \( \Lambda^* \) discussed in Section 2.3.2, ensuring size control of \( \hat{\psi}^* \) even when information about the true break date is scarce. In this likelihood ratio statistic, the scale of \( \hat{\gamma}_{\text{pre}}(l) \) and \( \hat{\gamma}_{\text{post}}(l) \) is normalized by \( \delta \). If the break date \( \tau \) satisfies \( (l - 1)/100 < \tau/T < \hat{l}/100 \), then the estimator \( \hat{\alpha}^2_{\text{post}} \) is based on variance estimators of stable models, which improves the small sample properties of \( \hat{\delta}_{\text{LR}} \).

4.2. Asymptotic properties

The following proposition establishes formally that under suitable conditions, the suggested test \( \hat{\psi}^* \) is consistent for non-local alternatives for both local and non-local break magnitudes; if it has local power close to that of the infeasible test that uses only actual past break data when the break magnitude is large; it has local asymptotic power equal to the power of \( \psi^* \) of Proposition 3 under a local break and local alternative; and it controls size uniformly. In particular, this implies that the weighted average power in Proposition 1, \( \pi^* \thicksim 49.0 \% \), and the power in Fig. 4 of Section 2.3.2 is also the (weighted average) asymptotic local power of \( \hat{\psi}^* \) under local breaks.

---

5 Replace (2.01, 2.41) by (2.36, 10.6) for a 1% level test.
Proposition 5. Define $\delta_T = T^{1/2} (\gamma_{\text{pre}} - \gamma_{\text{post}}) / \omega$, $\beta_T = T^{1/2} (\gamma_{\text{post}} - \gamma_{\text{post}, 0}) / \omega$, and $\rho_T = \tau / T$ for some $\omega > 0$.

(i) Suppose $\delta_T = \delta \in \mathbb{R}$, then $\beta_T = \rho = 0$ in $[0.15, 0.85]$ and

$$
T \omega_{\text{pre}}^2 (l), T \omega_{\text{post}}^2 (l)|_{l = 100}^{15} = \begin{cases} \omega, G_0 (l / 100), \omega, G_0 (l / 100) - 1 / 100, & \omega^2 \\ \omega^2, 1 / 100, 1 / 100, \frac{1}{1 - 1 / 100} \end{cases},
$$

(19)

where $G_0 (s) = W (s) + \delta \min (\rho, s)$. (i.a) If $\beta_T = 0 \in \mathbb{R}$, then $\hat{\phi}^* (X_T) \Rightarrow \phi^* (G)$. (i.b) If $\beta_T \rightarrow \pm \infty$, then $\hat{\phi}^* (X_T) \Rightarrow 1$.

(ii) Suppose $\delta_T \rightarrow \pm \infty$, $\rho_T = \rho \in [0.15, 0.85]$, and for some $\omega_{\text{pre}} > 0$ not necessary equal to $\omega$,

$$
\omega_{\text{pre}}^2 (1) = \omega_{\text{pre}}^2 (l)|_{l = 100}^{15} = \begin{cases} \omega, W (l / 100), \omega, W (l / 100) - 1 / 100, & \omega^2 \\ \omega^2, 1 / 100, 1 / 100, \frac{1}{1 - 1 / 100} \end{cases},
$$

(20)

$$
\rho_{\text{pre}} (l) = \rho_{\text{pre}} (l)|_{l = 100}^{15} = T \left( \frac{100 \rho}{1 - 1 / 100} \right),
$$

$$
P (T \omega_{\text{pre}}^2 (l) = 1 - |\gamma_{\text{pre}}| > M) \rightarrow 1
$$

for any $M \in \mathbb{R}$, where $|X| = - |x|$, and the weak convergences do not have to hold jointly. (ii.a) If $\beta_T = 0$, then $\lim sup \phi^* \in \mathbb{R} [\hat{\phi}^* (X_T)] \leq 5%$. (ii.b) If $\beta_T = \beta \in \mathbb{R}$ and $\rho \neq \rho_{\text{pre}} = [0.15, 0.16, \ldots, 0.84]$, then $\hat{\phi}^* (X_T) \Rightarrow \phi^* (G) = \begin{cases} 1 \mid Z + \beta \sqrt{0.98 - [100 \rho] / 100} > 2.01 \end{cases}$, where

$$
Z \sim \mathbb{N} (0, 1). \quad (i.c) \quad \text{If } \beta_T \rightarrow \pm \infty, \text{then } \hat{\phi}^* (X_T) \Rightarrow 1.
$$

(iii) Suppose $\beta_T = 0$; (19) holds for all sequences $(\rho_T, \delta_T) \rightarrow (\rho, \delta) \in [0.15, 0.85] \times \mathbb{R}$; (20) holds for all sequences $(\rho_T, \delta_T) \rightarrow (\rho, \delta) \in [0.15, 0.85] \times \mathbb{R}$; and for all sequences $(\rho_T, \delta_T) \rightarrow (\rho, \delta) \in \mathbb{R}$, there exists a subsequence $(\rho', \delta') \rightarrow (\rho, \delta)$ such that along this subsequence, (20) holds except for

$$
\omega_{\text{pre}}^2 (l) = \omega_{\text{pre}}^2 (l)|_{l = 100}^{15} = \begin{cases} \omega, W (l / 100), \omega, W (l / 100) - 1 / 100, & \omega^2 \\ \omega^2, 1 / 100, 1 / 100, \frac{1}{1 - 1 / 100} \end{cases},
$$

(21)

where $l_0 = 100 \rho$ and $\nu_{\text{pre}} (l), \nu_{\text{post}} (l) \in \mathbb{R} \cup \{- \infty, + \infty\}$ are non-random constants, of which at most one is nonzero. Then $\lim sup \phi^* \in \mathbb{R} [\hat{\phi}^* (X_T)] \in (0, 5%].$

Part (i) of Proposition 5 considers the case where the pre and post break value of $\gamma$ only differ of the order $T^{-1/2}$, i.e. when the break size is small in a statistical sense. In that neighborhood, the GMM estimators do not contain enough information to pin down the true break fraction exactly, even asymptotically. This asymptotic embedding mirrors the small sample problem with substantial uncertainty about the true break date. The proposition establishes that for local alternatives, where correspondingly, the true value $\gamma_{\text{post}}$ differs by the order $T^{1/2}$ from the hypothesized value $\gamma_{\text{post}, 0}$, the asymptotic properties of $\hat{\phi}^*$ are just like those of $\phi^*$ in the limiting problem discussed in Section 2.3.2. So in particular, by Proposition 3, the test $\hat{\phi}^*$ has asymptotic level $\alpha^* \simeq 5%$, and it has asymptotic weighted average power of $\pi^* \simeq 49%$. Furthermore, $\hat{\phi}^*$ is consistent in this scenario against any alternative where $\gamma_{\text{post}}$ is outside the $T^{-1/2}$ neighborhood of the hypothesized value.

These results rely on the high level condition (19). The sequence of statistics $\{\gamma_{\text{pre}} (l), \gamma_{\text{post}} (l), \omega_{\text{pre}} (l), \omega_{\text{post}} (l)\}$ are a special case of partial sample GMM estimators analyzed by Andrews (1993). In particular, his primitive Assumption 1 with an appropriate modification to account for parameter time variation of order $T^{-1/2}$ imply (19)—see the Appendix for details. Alternatively, the approach of Li and Müller (2009) could be amended to yield (19) under a different set of assumptions. Also, for the special case of maximum likelihood estimation, Condition 1 and the identification Condition 3 in the Appendix can be shown to imply (19) for both the average Hessian and outer product of scores covariance estimators $\Omega_{\text{pre}}$ and $\Omega_{\text{post}}$. The conclusions of part (i) thus hold for a wide range of models.

Part (ii) of Proposition 5 establishes the asymptotic properties of $\hat{\phi}^*$ when the break is (very) large relative to the sample information about $\gamma$. This is the situation that the majority of the literature on breaks has considered, where breaks are large enough that their date can effectively be treated as known for purposes of asymptotic inference about $\beta$. The test again controls size and is consistent against any non-local alternative. Under local alternatives $\beta_T = \beta \neq 0$, it asymptotically corresponds to a two-sided t-test about the mean of a unit variance Gaussian variate with non-centrality parameter $\beta \sqrt{0.98 - [100 \rho] / 100}$ and critical value 2.01, at least as long $\rho \neq \rho_{\text{grid}}$. In comparison, the two-sided 5% level t-test based on post break data (assuming the break date was known) converges to $\phi_{\text{pre}} (G) = 1\{\hat{\phi}^* \in [\bar{\phi}^*, 0.99] \}$, where this has non-centrality parameter $\beta \sqrt{1 - \rho}$. With $\beta \sim \mathbb{N} (0, 22)$ as in the weighting function $F$ of Section 2.3.2, the average asymptotic power loss of $\hat{\phi}^*$ relative to $\phi_{\text{pre}}$ over $\rho \in [0.15, 0.85]$ is approximately 1.7 percentage points, with a largest difference of 3.6 percentage points occurring at $\rho \approx 0.83$.

The results in part (ii) of Proposition 5 require two sets of assumptions. On the one hand, the statistics $\{\gamma_{\text{pre}} (l), \omega_{\text{pre}}^2 (l)\}$ and $\{\gamma_{\text{post}} (l), \omega_{\text{post}}^2 (l)\}$ have to behave in the usual way over the stable pre and post break periods, respectively, and be asymptotically independent. Note that the limiting variance may change at the parameter break date; this accommodates, say, changes in the variance of the AR(1) coefficient estimator that are induced by a non-local break in the AR(1) coefficient. One can again invoke the primitive conditions of Andrews (1993) to justify these convergences. On the other hand, the estimators $\gamma_{\text{pre}} (l)$ and $\gamma_{\text{post}} (l)$ must diverge from the $T^{-1/2}$ neighborhood of the pre and post parameter values $\gamma_{\text{pre}}$ and $\gamma_{\text{post}}$ for two values of $l$ that involve a positive fraction of post and pre break data, respectively. For a non-local but shrinking break magnitude $|\gamma_{\text{pre}} - \gamma_{\text{post}}| \rightarrow 0$ and $T^{-1/2} (\gamma_{\text{pre}} - \gamma_{\text{post}}) \rightarrow \pm \infty$, $\hat{\phi}^* (l)$ typically estimates the average parameter value in the first % of the sample, that is

$$
\hat{\gamma}_{\text{pre}} (l) = \gamma_{\text{pre}} (l) \sim \mathbb{P} \left( \mu \left( \frac{100 \rho}{1 - 1 / 100} \right) \left( \frac{100 \rho}{1 - 1 / 100} \right) \right) \neq 0,
$$

(22)

and similarly for $\hat{\gamma}_{\text{post}} (l)$, which is clearly sufficient for the purposes of Proposition 5 (ii). The convergence (22) can be shown to hold, for instance, under the high-level Condition 1 of Li and Müller (2009).
by proceeding as in their Theorem 1 as long as no break in the nuisance parameter $\gamma$ is an order of magnitude larger than the break in the parameter of interest $\psi$. For a fixed break magnitude $\gamma_{\text{post}} - \gamma_{\text{pre}}$, the distortionary effects of the break becomes even stronger, of course, and barring pathological cancellations, one would expect the condition in Proposition 5(ii) to be satisfied. We refrain from a detailed discussion of sufficient primitive conditions for the sake of brevity.

Finally, part (iii) of Proposition 5 shows that the test $\hat{\psi}$ controls size uniformly in large samples—for $T$ large enough, no choice of $\theta \in \Theta_0$ leads to a rejection probability substantially above 5%. This result is established under the assumption that for local breaks $\delta_T = O(1)$, the convergences in part (i) hold for all converging sequences $(\rho_T, \delta_T) \to (\rho, \delta)$. We show in the Appendix that the primitive assumptions of Andrews (1993) are again sufficient. For non-local breaks, care must be taken for the case $\rho_T \to \rho = \rho_0/100 \in R_{\text{grid}}$ with $\rho_T < \rho$, then $\gamma_{\text{post}}(l_T)$ is an estimator from an unstable model, with a shrinking fraction of the data stemming from the post break model. Depending on the rate at which $\delta_T \to \pm \infty$, this contamination shifts the center of the asymptotic distribution of $\hat{\gamma}_{\text{pre}}(l_T)$ by $\gamma_{\text{pre}}(l_T)$—typically, given the arguments above (22), one would expect $\gamma_{\text{pre}}(l_T) \in R$ if $\delta_T(\rho_T - \rho) \to \xi \in R$, and it is sufficient for the last assumption in Proposition 5(iii) to assume that when $(\rho_T, \delta_T) \to (\rho, \delta) \in R_{\text{grid}} \times [-\infty, \infty]$, (20) holds except for (21) for all sequences $\delta_T(\rho_T - \rho) \to \xi \in R \cup [-\infty, +\infty]$.

Table 3
Small sample size and power in location model.

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>$\delta$</th>
<th>Power ($\beta = 0$)</th>
<th>Power ($\beta = 4$)</th>
<th>Power ($\beta = -4$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>0.25</td>
<td>0.06</td>
<td>0.06</td>
<td>0.06</td>
<td>0.06</td>
</tr>
<tr>
<td>0.50</td>
<td>0.07</td>
<td>0.07</td>
<td>0.07</td>
<td>0.07</td>
</tr>
<tr>
<td>0.75</td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
</tr>
</tbody>
</table>

Notes: The variance of sample means is estimated with a Newey and West (1987) estimator with four lags. The tests are the same as those in Table 1, except that the oracle test $\hat{\psi}_o$ is based on the actual post break data. Power is not size-corrected. Based on 10,000 replications.

4.3. Small sample properties

We now turn to the small sample properties of the test $\hat{\psi}_o$ suggested here, and compare it to the infeasible test $\hat{\psi}_o$ that corresponds to standard inference using actual post break data only. We consider three Monte Carlo designs: inference about the post break mean of an otherwise stationary scalar time series, inference about the post break value of the moving average parameter of a scalar time series, and inference on a linear regression estimator in a problem where there is endogeneity but instruments are available. The first and third examples are GMM problems, the second is a maximum likelihood problem.

For inference about the mean, we design the data generating process to mimic the productivity growth example of the introduction. The data does not exhibit significant autocorrelation, and the sample kurtosis is 3.24. Accordingly, we set $T = 143$, and draw the data $(x_t)_{t=1}^T$ from

$$x_t = \beta T^{-1/2} + \delta T^{-1/2} I[t \leq \rho T] + u_t$$

where $u_t$ is i.i.d. student-$t$ with 29 degrees of freedom, and scaled to be of unit variance. Table 3 reports size and power of various 5% nominal tests of the null hypothesis that $\beta = 0$ (this choice is without loss of generality, as the testing problem is translation and scale invariant). The results correspond closely to the asymptotic properties of the corresponding tests discussed in Section 2.3, and similar comments apply. The test developed in this paper, $\hat{\psi}_o$, has close to nominal rejection probability for all values of the break magnitude, in contrast to the (usual) t-test on post break data with a break date determined by minimizing the sum of squared residuals. The mild overrejections of $\hat{\psi}_o$ are caused by the variance estimation, and are smaller than those of the oracle test $\hat{\psi}_o$ with known break date.

In the MA(1) design, we generate data from the model

$$x_t = \mu + \epsilon_t + I[t \leq \rho T] \psi \epsilon_{t-1} + I[t > \rho T] \psi \epsilon_{T-1}$$

with $\epsilon_t \sim i.i.d. N(0, \sigma^2)$ and $T = 480$ (think of 40 years of monthly data). We test the hypothesis $H_0: \psi = 0$, which corresponds to the null hypothesis of no current predictability of $x_t$. This
Table 4
Small sample size and power of suggested test in MA(1) model.

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>Size ($\psi_{\text{post}} = 0$)</th>
<th>Power ($\psi_{\text{post}} = 0.2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\hat{\psi}^*$, $\theta_{\text{pre}}$</td>
<td>$\hat{\psi}^*$, $\theta_{\text{pre}}$</td>
</tr>
<tr>
<td>0.25</td>
<td>0.1 5.7 5.6 5.0 5.2 5.2 60.3 85.5 96.9 96.9 97.5</td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td>0.5 6.0 7.1 8.4 8.3 5.9 61.3 85.4 88.6 89.1 89.7</td>
<td></td>
</tr>
<tr>
<td>0.75</td>
<td>0.7 5.7 8.9 12.0 13.3 7.0 53.6 51.0 56.7 66.6 64.4</td>
<td></td>
</tr>
</tbody>
</table>

Notes: All entries are based on asymptotic critical values. The variance of the unconditional maximum likelihood estimators $\hat{\psi}$ is estimated by $(1 - \hat{\psi}^2)/|T|$ in a sample of size $|T|$. Based on 10,000 replications.

Table 5
Small sample size and power of suggested test in an instrumental variable model.

<table>
<thead>
<tr>
<th>$\delta$</th>
<th>Size ($H_{\text{0}} : \beta = 0$)</th>
<th>Power ($\beta = 2$)</th>
<th>Power ($\beta = -2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.25</td>
<td>0.4 4.3 4.4 4.6 30.1 30.3 31.8 26.3 26.4 22.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td>4 38.3 37.6 33.5 46.0 44.4 20.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.75</td>
<td>4.6 5.3 7.5 57.2 48.2 34.8 69.8 52.4 20.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>16 3.9 4.1 6.2 65.6 50.6 31.2 68.6 48.4 25.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>32 5.2 5.1 6.0 72.2 57.6 38.5 70.9 50.7 23.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>64 5.2 5.1 5.8 72.5 57.6 38.5 71.4 50.8 23.7</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: All entries are based on asymptotic critical values. The variance of the 2SLS estimator is estimated by the usual (heteroskedasticity robust) GMM formula. Based on 10,000 replications.

design is outside the linear regression framework for which least-squares methods have been developed, so with unknown break date, $\hat{\psi}^*$ seems to be the only known way of performing this inference. Table 4 reports the null and alternative rejection probabilities of $\hat{\psi}^*$ and the oracle test $\hat{\psi}_{\text{pre}}$, where the parameters are estimated by maximum likelihood. Small sample size distortions are mostly larger for $\hat{\psi}^*$ compared to $\hat{\psi}_{\text{pre}}$, but remain modest for most considered parameter values. We experimented with smaller sample sizes and found worse size control, sometimes so badly. Good properties of $\hat{\psi}^*$ rely on reasonable accuracy of the usual large sample approximations over all partial sample estimators. But with small sample sizes T, the estimators over, say, the first and last 15% are based on very few observations, which leads to well known problems with the MA(1) maximum likelihood estimator.

For the instrumental variables example we follow the design of Hall et al. (2012), although we allow the position and the size of the break to vary. The data is generated by

$$ x_{1t} = 1[t \leq \rho T](x_{3t} \gamma_{\text{pre}} + \tilde{\gamma}_{\text{pre}}) + 1[t > \rho T](x_{3t} \gamma_{\text{post}} + \tilde{\gamma}_{\text{post}}) + u_t \quad (23) $$

where $x_{3t} = 1 + 0.5 \sum_{i=1}^{4} x_{3t-i} + v_{t}$, $x_{3t} \sim \text{i.i.d.} N(0, I_4)$ and $(u_t, v_t)$ is i.i.d. normal with mean zero, variances equal to one and covariance equal to one half. The $4 \times 1$ vector $X_3$ is observed and serves as an instrument. A calculation shows that the full sample GMM (=2SLS) estimator of $\Gamma = (\gamma, \tilde{\gamma})$ from the stable model (23) has asymptotic variance $I_3$. We consider tests of $H_0 : \gamma_{\text{post}} = 0$. The true values of the parameters are $\gamma_{\text{pre}} = \tilde{\gamma}_{\text{pre}} = T^{-1/2}(\beta + \delta)$ and $\gamma_{\text{post}} = \tilde{\gamma}_{\text{post}} = T^{-1/2} \beta$, so both parameters break by the common value $\delta$. This model satisfies the assumptions of Proposition 5, as we detail in the Appendix. Table 5 reports small sample rejection probabilities for $T = 480$. Size is generally well controlled for both small and large breaks, although some moderate size distortions arise when the break becomes the end of the sample.

5. Conclusion

Models with discrete breaks in the parameters at an unknown or uncertain date have become popular in empirical work. This paper shows that inference about pre and post break parameters using the standard approach of using the estimated break date as the true break date leads to substantially oversized tests and confidence intervals as long as the break magnitude is not very large relative to the sampling uncertainty about the parameters. For the important special case of a single break at an unknown date and a single parameter of interest, we derive an alternative test with uniform asymptotic size control that demonstrably comes close to maximizing a weighted average power criterion.

The method applies to a very wide range of econometric models—those that can be written as a GMM problem. This includes breaks in means and variances, in coefficients in linear and nonlinear regressions, and maximum likelihood models with differentiable likelihood (where the first order condition becomes the GMM problem). The required regularity conditions are similar to those in Andrews (1993). And while the derivation of the test statistic is somewhat complicated, its application is fairly straightforward: it only involves the estimation of four standard GMM objects (parameter estimates and their covariance matrices) over 71 specific subsamples, irrespective of the sample size.

Appendix

Proof of Proposition 1. Let $\Theta^\ell = (\theta_1, \ldots, \theta_4) \subset \Theta$ be an arbitrary set of $\ell < \infty$ values of $\theta$. By Definition 9.1 in van der Vaart (1998), we need to show that $(\ln L_T(\theta))_{\theta \in \Theta^\ell} \Rightarrow (\ln f_{\theta_0}(G))_{\theta \in \Theta^\ell}$, where $X_T$ and $G$ are generated under any $\theta_0 \in \Theta$. We first show the convergence $(\ln L_T(\theta))_{\theta \in \Theta^\ell} \Rightarrow (\ln f_{\theta_0}(W))_{\theta \in \Theta^\ell}$ where $X_T$ is generated from the stable model. As in the proof of Lemma 1 in Li and Müller (2009), note that by an exact Taylor expansion, for large enough $T$ to ensure that $\Gamma_{T, T} \in \mathcal{B}_0$ for $\theta \in \Theta^\ell$,

$$ \ln L_T(\theta) = T^{-1/2} \sum_{t=1}^{T} B(t/T; \theta)^{\top} S_{T, T}(G_0) + T^{-1/2} \sum_{t=1}^{T} B(t/T; \theta)^{\top} h_{T, T}(G_0) B(t/T; \theta) $$

where $\Gamma_{T, T}$ is on the line segment between $G_0$ and $G_0 + T^{-1/2} B(t/T; \theta)$. To show the desired convergence, it therefore suffices to show that (i) $T^{-1} \sum_{t=1}^{T} B(t/T; \theta)^{\top} h_{T, T}(G_0) B(t/T; \theta) \Rightarrow \int_0^1 B(\lambda; \theta)^{\top} h_{T, T}(\lambda; \theta) d\lambda$, for all $\theta \in \Theta^\ell$, and (ii) $T^{-1/2} \sum_{t=1}^{T} B(t/T; \theta)^{\top} S_{T, T}(G_0) \Rightarrow \left\{ \int_0^1 B(\lambda; \theta)^{\top} H^{1/2} dW(\lambda) \right\}_{\theta \in \Theta^\ell}$. From Condition 1(iii),

$$ T^{-1} \sum_{t=1}^{T} \| h_{T, T}(G_0) \| \leq T^{-1} \sum_{t=1}^{T} \sup_{T \in \mathcal{B}_T} \| h_{T}(G) - h_{T}(G_0) \|^{p} \rightarrow 0. $$
Thus, in combination with Condition 2, for any fixed $\theta \in \Theta^t$, the assumptions of Lemma 4 of Li and Müller (2009) are satisfied, implying the following convergence in probability

$$T^{-1} \sum_{t=1}^{T} B(t/T; \theta) v_{T,t} = T^{-1} \sum_{t=1}^{T} B(t/T; \theta) v_{T,t} \Rightarrow -T \sum_{t=1}^{T} \sum_{i=1}^{T} \sum_{v_{i}} B(t/T; \theta) v_{i} \Rightarrow 0$$

For part (ii), note that $\left(\int_{0}^{1} B^2(\theta; \lambda) dW(\lambda)\right)_{\theta \in \Theta}$ is a $\ell$-dimensional normal vector. Thus, by the Cramer–Wold device, it suffices to show that for all $v \in \mathbb{R}^\ell$ with $v^Tv = 1$, $T^{-1/2} \sum_{i=1}^{T} \sum_{v_{i}} B(t/T; \theta) v_{i} \Rightarrow 0$. Let $q_{t} = B(t/T; \theta) v_{t}$. Then $q_{t}$ is a martingale difference array, and

$$T^{-1} \sum_{t=1}^{T} E[q_{t}^2 + |B_{t}|] \Rightarrow 0$$

which is $O_p(1)$ by Condition 1(ii) and Condition 2. Also

$$T^{-1} \sum_{t=1}^{T} E[q_{t}^2 | S_{t-1}] \Rightarrow 0$$

where the convergence in probability follows from a column-wise application of Lemma 4 in Li and Müller (2009). But (24) and (25) are sufficient for the central limit theorem Corollary 3.1 in Hall and Heyde (1980), so that

$$T^{-1/2} \sum_{t=1}^{T} q_{t} \Rightarrow N \left( 0, T^{-1} \sum_{t=1}^{T} B(t/T; \theta) v_{t} \right)$$

concluding the argument for $\left(\ln LR_T(\theta)\right)_{\theta \in \Theta} \Rightarrow \left(\ln f_{\theta}(W)\right)_{\theta \in \Theta}$ under the stable model.

For the convergence under $\theta \in \Theta$, by the very argument just given, we also have the joint convergence $\left(\ln LR_T(\theta)\right)_{\theta \in \Theta} \Rightarrow \left(\ln f_{\theta}(W)\right)_{\theta \in \Theta}$, where $W$ is a scalar standard Wiener process. Thus, the best test to discriminate between $\Theta$ and $\Theta^t$ is given by $f_{\theta}(W)_{\theta \in \Theta}$, where $W$ is a scalar standard Wiener process.

### Table 6

<table>
<thead>
<tr>
<th>$i$</th>
<th>$a, b + 1$</th>
<th>$\mu_i$</th>
<th>$\sigma_i^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>15, 20, 75, 83, 85, 86</td>
<td>0, 2, ..., 20</td>
<td>300</td>
</tr>
<tr>
<td>2</td>
<td>15, 20, 75, 83, 85, 86</td>
<td>0, 2, ..., 16</td>
<td>50</td>
</tr>
<tr>
<td>3</td>
<td>15, 20, 75, 83, 85, 86</td>
<td>0, 2, ..., 22</td>
<td>10</td>
</tr>
<tr>
<td>4</td>
<td>15, 20, 75, 83, 85, 86</td>
<td>0, 2, ..., 22</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>15, 20, 30, 45, 60, 70, 75, 80, 83, 85, 86</td>
<td>0, 2, ..., 22</td>
<td>10</td>
</tr>
<tr>
<td>6</td>
<td>83, 84, 85, 86</td>
<td>0, 2, ..., 18</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>15, 20, 25, 30, 35, 40, 45, 50, 55, 60, 65, 70, 75, 80, 83, 86</td>
<td>0, 1, ..., 22</td>
<td>10</td>
</tr>
</tbody>
</table>

Note: The algorithm described in Section 2.3.2 is initialized with $(a, b, \mu_i, \sigma_i^2) \in \{(15, 24, 28, 200), (75, 85, 20, 200), (15, 85, 20, 4), (85, 85, 3, 4), (15, 85, 0, 300)\}$ and goes through 7 rounds in total, indexed by $i$. Each round increases the set of baseline distributions by the indicated values for $(a, b, \mu_i, \sigma_i^2)$, with $(a + 1)$ equal to all consecutive pairs of values in the second column.
Consider now the rejection probability of the r.h.s. of (27) conditional on $B(l_10) = b$ and $C(l_10) = c$. Note that $\Delta S(l_0)$ is a quadratic function of $t_{post}(l_0+1)$ with positive coefficient on the square term, one obtains that the rejecting probability is bounded from above by the replacement of $\mathbb{I}[\Delta S(l_0) \geq 0]$ by $\mathbb{I}[t_{post}(l_0 + 1) < -2.01]$, for any value of $b, c$. A numerical calculation now shows that the conditional rejection probability remains below 5% even in that case for all $b_0 = 15, \ldots, 83$, and the result follows.

\[ \text{Proof of Proposition 5.} \] The CMT, and, in the case of $l_0$, some tedious algebra, imply that $l_0 \mapsto \sup \mathbb{P}$ and $\sup \mathbb{P}$ with $l_0$ and $\sup \mathbb{P}$ as defined the definition of $\phi^*$ above (note that replacing $G$ by $G_0$ leaves $l_0$ and $\sup \mathbb{P}$ unchanged).

(i.a) Since $G(s) = G_0(s) + \beta s$, the result follows from the CMT.

(ii.b) Immediate from $P(l \in [l_0, l_0 + 1]) \rightarrow 0$ and $\beta l_{post}^{-1}(\hat{y}_{post}(l) - \gamma_{post}(l)) / \hat{v}_{post}(l) \rightarrow \sqrt{\Delta} \rightarrow \infty / \omega > 0$ for all $l \geq l_0$.

(iii) Let $\theta_l$ be a parameter sequence such that $\lim_{\theta \rightarrow \infty} E_{\theta_l} [\hat{\psi}(\hat{X}(\theta))] = \lim_{\theta \rightarrow \infty} \sup_{\theta \in \Theta} E_{\theta_l} [\hat{\psi}(\hat{X}(\theta))]$. Pick a subsequence $T$ of $T$ such that $\lim_{T \rightarrow \infty} E_{\theta_{lT}}[\hat{\psi}(\hat{X}(\theta))] = \lim_{T \rightarrow \infty} E_{\theta_{lT}}[\hat{\psi}(\hat{X}(\theta))]$. Since $\tilde{\theta}_0 = \theta_0 \cup \{0, \rho, \delta : \rho \in [0, 0.15, 0.85], \delta \in [\infty, -\infty)\}$ is compact under an appropriate metric, there exists a further subsequence $\theta_{lT}'$ of $\theta_{lT}$ such that $\theta_{lT}' \rightarrow \tilde{\theta} = (0, \rho, \delta) \in \Theta_0$. If $\hat{\rho} \notin \text{grid}$, then the result follows as in parts (i) and (ii). If $\hat{\rho} \in \text{grid}$, then by assumption, there is a further subsequence such that (20) holds, except for (21). Proceeding as in the proof of part (ii.a) now again yields the result (and for the case $v_{pre}(l_0) \in [\infty, -\infty)$) or $v_{post}(l_0) \in [\infty, \infty)$, $P((S(l_0) - S_0(l_0) + 1) > 0 \rightarrow 0$ for all $M$, so that $\mathbb{I}[\Delta S(l_0) \geq 0]$ in (27) is replaced by either zero or one.

\[ \text{Condition 3.} \] In the stable model with parameter $\Gamma_{l_0}$ for all $s \in [0.15, 0.85]$ and $\epsilon > 0$ there exists $K(s, \epsilon) > 0$ such that $P(\sup_{|l|, |r| \leq l_0} T^{-1} \sum_{t=1}^{T} (l_{tT} - \hat{l}_{tT}(I_0)) < -K(s, \epsilon)) \rightarrow 1$ and $P(\sup_{|l|, |r| \leq l_0} T^{-1} \sum_{t=1}^{T} (l_{tT} - \hat{l}_{tT}(I_0)) \rightarrow -K(s, \epsilon)) \rightarrow 1$.

\[ \text{Justification of (19) via Andrews (1993):} \]

The true parameters are given by $\Gamma_{l_0} = \Gamma_{l_0} + T^{-1/2} [I r < 100 \sigma_{l_0}^2 \Delta T_{l_0} \Delta T_{l_0} \rightarrow 0]$, where $\Delta T_{l_0} = (-\Delta T_{l_0}^{(l)}, \Delta T_{l_0}^{(r)}) \rightarrow \Delta T_{l_0} \in \mathbb{R}^{k}$ and $\Delta T_{l_0} \rightarrow \rho_{l_0} \in [0.15, 0.85]$, so that $E[g(X_{l_0}, T, \tau)] = 0$. Write $g_{l_0}(T)$ for $g(X_{l_0}, T)$, and define $\gamma_{l_0}(T) = \partial g_{l_0}(T) / \partial T$. Our set-up corresponds to what Andrews (1993) refers to as `pure' structural change. We now show that under Assumption 1 of Andrews (1993), with the assumption in part (b) $E[g(X_{l_0}, T, \tau)] = 0$ replaced by $E[g(X_{l_0}, T, \tau)] = 0$, (19) holds. These computations closely correspond to what is derived in Section 5.4 of Andrews (1993), with two differences: (i) we do not assume that $\max_{\tau \leq T} \sup_{|l|, |r| \leq l_0} T^{-1/2} \mathbb{E} \|T \gamma_{l_0}(T) - \gamma_{l_0}(T)\| \to 0$ for some $K > 0$ (cf. first line on page 832), where in his Assumption 1(f), $\gamma_{l_0}$ is defined as the unique limit $T^{-1} \sum_{t=1}^{T} \gamma_{l_0}$.
we define $\hat{\lambda}$ and $\hat{\Sigma}$ as the solution to

$$
\hat{\lambda} = \arg\min_{\lambda \in \mathbb{R}^p} \{ g(\lambda^T \Sigma^{-1} x_0) \mid \lambda^T \Sigma^{-1} \Sigma \lambda = 1 \}
$$


First, consider (19), where $T^{1/2} (\hat{\Gamma}_{pre}(l) - \Gamma_{post}) = \Delta = \delta e_2$ with $e_2 = (1, 1)'$ and $\delta \in \mathbb{R}$. From (28), we find

$$
T^{1/2} (\hat{\Gamma}_{pre}(l) - \Gamma_{post}) = \hat{\delta} (l) \left( T^{1/2} \sum_{t=1}^{\lfloor Ot/100 \rfloor} \hat{x}_t u_t \right) + \hat{\delta} (l) \hat{\Sigma}_{23}^{-1} \min \left( \left(\frac{1}{100}, 1 \right), \{ \rho T \} \right) \Delta \\
\geq \frac{1}{l/100} \left( \Sigma_{33} \hat{w}_2 \left( \frac{1}{l/100} \right) \right) \\
+ \min \left( \left(\frac{1}{100}, 1 \right), \{ \rho T \} \right) \Delta
$$

from the continuous mapping theorem jointly in $l \in \{15, \ldots, 85\}$, since $\Sigma_{33} = \Sigma$ and $T^{1/2} \sum_{t=1}^{\lfloor Ot/100 \rfloor} \hat{x}_t u_t \Rightarrow \Sigma_{33} \hat{w}_2 (\cdot)$ with $\hat{w}_2 (\cdot)$ a standard $2 \times 1$ vector Brownian motion. Noting that the $1 \times 1$ element of $\Sigma_{33} \Sigma_2^2$ is equal to one, we find that the first element on the r.h.s. of (30) is distributed $\frac{1}{l/100} W \left( \frac{1}{l/100} \right) + \frac{1}{l/100} \min \left( \left(\frac{1}{100}, 1 \right), \{ \rho T \} \right) \delta$, which establishes $T^{1/2} (\hat{\gamma}_{pre}(l) - \gamma_{post}) \Rightarrow \omega \frac{C_0(l/100)}{l/100}$ of (19) with $\omega = 1$. The convergence for $T^{1/2} (\hat{\gamma}_{post}(l) - \gamma_{post})$ follows entirely analogously.

We now show that $\hat{\rho}_{pre}(l) \Rightarrow \frac{1}{l/100} \Sigma_3$, so that $T \hat{\rho}_{pre}(\lfloor Ot/100 \rfloor) \Rightarrow \frac{p}{l/100} \left( \Sigma_{23} \Sigma_{33}^{-1} \Sigma_{33}^{2/3} \right) = \frac{1}{l/100} \Sigma_3$, implying the required convergence for $T \hat{\rho}_{pre}(l)$. Let $\tau = \min \left( \left(\frac{1}{100}, 1 \right), \{ \rho T \} \right)$. We have

$$
\hat{\rho}_{pre}(l) = T^{-1} \sum_{t=1}^{\lfloor Ot/100 \rfloor} \hat{x}_t \hat{x}_t^T u_t u_t^T \Rightarrow \frac{p}{l/100} \Sigma_3
$$

It follows directly from a standard LLN that $T^{-1} \sum_{t=1}^{\lfloor Ot/100 \rfloor} \hat{x}_t \hat{x}_t^T u_t u_t^T \Rightarrow \frac{p}{l/100} \Sigma_3$, so that it suffices to show that the remaining terms converge to zero. For the second term after the third equals sign in the above expression, we have that $T^{-2} \sum_{t=1}^{\lfloor Ot/100 \rfloor} \hat{x}_t \hat{x}_t^T A \hat{x}_t \hat{x}_t^T \Rightarrow 0$. For the fourth term after the third equals sign, it is finite and $\delta A \Delta'$ is constant. Similarly for the third term, we have $T^{-1} \sum_{t=1}^{\lfloor Ot/100 \rfloor} \hat{x}_t \hat{x}_t^T \delta \hat{x}_t \hat{x}_t^T A \hat{x}_t \hat{x}_t^T \Rightarrow T^{-1} \sum_{t=1}^{\lfloor Ot/100 \rfloor} \hat{x}_t \hat{x}_t^T \delta \hat{x}_t \hat{x}_t^T A \hat{x}_t \hat{x}_t^T \Rightarrow 0$. It converges to zero as $T \hat{\rho}_{pre}(l) \Rightarrow \Gamma_{post}$ from above. A similar calculation gives the same result for the fourth term. For the second last term, we have $T^{-1} \sum_{t=1}^{\lfloor Ot/100 \rfloor} \hat{x}_t \hat{x}_t^T \delta \hat{x}_t \hat{x}_t^T \Rightarrow T^{-1} \sum_{t=1}^{\lfloor Ot/100 \rfloor} \hat{x}_t \hat{x}_t^T \delta \hat{x}_t \hat{x}_t^T \Rightarrow 0$. Again since $E \left[ \hat{x}_t u_t \otimes \hat{x}_t \hat{x}_t^T \right]$ is finite, $T^{-1} \sum_{t=1}^{\lfloor Ot/100 \rfloor} \hat{x}_t u_t \otimes \hat{x}_t \hat{x}_t^T \Rightarrow 0$. For the last term we
have vec\left(T^{-1} \sum_{t=1}^{T} \tilde{X}_{3t} \tilde{X}^{T}_{2t} \Delta u_{t} \tilde{X}_{3t}\right) = T^{-1} \sum_{t=1}^{T} \tilde{X}_{3t} \otimes \tilde{X}_{2t} \Delta \text{where again this is at most } O_p(1), \text{ hence the division by } T^{-1/2} \text{ ensures this term is } O_p(1).

For the assumption of Proposition 5 part (ii), the first two sets of conditions in (20) follow from the same set of arguments just employed. For the last condition, since \( \Delta = \Delta_T = T^{-1/2} \varepsilon_2 \delta_T \) for some \( \delta_T \rightarrow \infty, \delta_T^{-1} T^{1/2} \Delta_T \rightarrow e_2 \). Let \( \Gamma = [100\rho] + 1 \). We have

\[
T^{1/2} (\hat{\Gamma}_{pre} (\Gamma^*) - \Gamma_{pre}) = \hat{\Delta} (\Gamma^*) T^{-1/2} \sum_{t=1}^{[PT/100]} \tilde{X}_{3t} u_t + \hat{\Delta} (\Gamma^*) T^{-1} \times \sum_{t=[(p-1)T/100]+1}^{[PT/100]} \tilde{X}_{3t} \tilde{X}^{T}_{2t} e_2 \delta_T.
\]

From results above we have that the first term is \( O_p(1) \), and \( \hat{\Delta} (\Gamma^*) T^{-1} \sum_{t=[(p-1)T/100]+1}^{[PT/100]} \tilde{X}_{3t} \tilde{X}^{T}_{2t} \frac{p}{T} I_2, \) so that \( \delta_T^{-1} T^{1/2} (\hat{\Gamma}_{pre} (\Gamma^*) - \Gamma_{pre}) = \frac{1}{T} \varepsilon_2 + O_p(1) \). Thus \( P(T^{1/2} |\hat{\gamma}_{pre} - \gamma_{pre}| > M) = P(\hat{\gamma}_{pre} T^{1/2} (\hat{\Gamma}_{pre} (\Gamma^*) - \Gamma_{pre}) | > M \delta_T^{-1} ) \rightarrow 1. \) A similar argument applies to the post break estimator.
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